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Abstract. There is an emerging need for regional applica-1 Introduction

tions of sea ice projections to provide more accuracy and

greater detail to scientists, national, state and local planners,

and other stakeholders. The present study offers a prototyp8n abundance of literature has contributed to widespread
for a comprehensive, interdisciplinary study to bridge ob- understanding that pan-Arctic sea ice coverage decreased
servational data, climate model simulations, and user need§Ver the past several decades, especially in the summer sea-
The study’s first component is an observationally based evalSOn (e.9., Meier et al., 2006; Parkinson and Cavalieri, 2008;
uation of Arctic sea ice trends during 1980-2008, with anPerovich et al., 2010; Polyak et al., 2010; Stroeve et al.,
emphasis on seasonal and regional differences relative t8012). The accelerated rate of ice loss has increased the like-
the overall pan-Arctic trend. Regional sea ice loss has varlihood that the Arctic Ocean will become seasonally ice-free
ied, with a significantly larger decline of winter maximum during the present century, although the time frame for dis-
(January—March) extent in the Atlantic region than in other @Ppearance of summer sea ice remains highly uncertain. Cli-
sectors. A lead—lag regression analysis of Atlantic sea ice extate models built on projections have shown wide variation
tent and ocean temperatures indicates that reduced sea i#&the timing of ice loss. Such uncertainty holds serious im-
extent is associated with increased Atlantic Ocean temperPlications for planning activities (marine transport, offshore
atures. Correlations between the two variables are greatdsource extraction, national defense, local projects, tourism,
when ocean temperatures lag rather than lead sea ice. THd fishing) that will be affected by the presence or absence
performance of 13 global climate models is evaluated usOf sea ice. Moreover, many stakeholder interests require re-
ing three metrics to compare sea ice simulations with thedionally specific planning, and it is unlikely that the loss of
observed record. We rank models over the pan-Arctic do-S€a ice will occur at similar rates in different regions.

main and regional quadrants and synthesize model perfor- A substantial number of studies have evaluated global cli-
mance across several different studies. The best performingiate model simulations of Arctic sea ice, both hindcasts
models project reduced ice cover across key access routes [RF recent decades and projections for the remainder of the
the Arctic through 2100, with a lengthening of seasons for21st century (e.g., Arzel et al., 2006; Zhang and Walsh,
marine operations by 1-3 months. This assessment sugges#§06; Overland and Wang, 2007; Stroeve et al., 2012). Sev-
that the Northwest and Northeast Passages hold potential fdgeral assessments have examined potential consequences of an
enhanced marine access to the Arctic in the future, includingce-diminished or a seasonally ice-free Arctic (e.g., ACIA,

shipping and resource development opportunities. 2005; AMSA, 2009; Overland et al., 2011), highlighting
the need for a comprehensive assessment of Arctic marine
accessibility.

As understanding about changing sea ice conditions ac-
cumulated, several gaps in the knowledge base became
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apparent. This study sought to fill some of those needs witton the trend was clear within a short record. It should be
a prototype end-to-end study that encompassed the follownoted here that regional variability tends to be greater than
ing: developing a synthesis of observational information con-pan-Arctic variability.
cerning regional sea ice decline; preparing a systematic ap- We studied the differences in SIE loss by geographic sec-
plication of this information to evaluate and select an op-tor and examined potential drivers. A particular interest of
timal combination of climate models for regional sea ice this study was the Atlantic sector, where our preliminary
projections; and analyzing what these projections imply foranalysis indicated SIE was decreasing much more rapidly in
changes in key Arctic marine access routes. The latter inwinter than the other regions, a trend not identified in pre-
formation is most directly relevant to stakeholders in mil- vious studies. We tested the hypothesis that warmer Atlantic
itary, government, commercial and industrial sectors. Thewaters quickened the rate of decline in the Atlantic quadrant
present study offers a prototype for a comprehensive, inwinter SIE.
terdisciplinary study to bridge observational data, climate
model simulations, and user needs. While the examples pre2.1 Pan-Arctic and regional sea ice trends
sented here are geographically limited, the study is intended
to illustrate the potential uses of an integrative approach emAll statistical analyses in this study were performed us-
ploying observational data to inform and guide the use ofing the R language and environment for statistical com-
model output to meet user needs. puting and graphics. Observed SIE data from 1980 to
In the following three sections, we (1) present a diagnos-2008 were obtained from the National Snow and Ice Data
tic evaluation of regional variations of sea ice trends overCenter’s (NSIDC) passive microwave dataset (Cavalieri
the past several decades, highlighting an oceanic connectioget al., 1996; Meier et al., 2006; Fetterer et al., 2009).
that has not been extensively documented; (2) use the obsefhese data were comprised of four sets of satellite data:
vationally derived pan-Arctic and regional sea ice trends toNimbus-7 SMMR (January 1980-August 1987), DMSP-
identify and select a set of global climate models with the F8 SSM/I (July 1987-December 1991), DMSP-F11 SSM/I
most successful hindcasts; and (3) obtain information from(December 1991-September 1995), and DMSP-F13 SSM/I
the selected models to more accurately project future sea icBMay 1995-December 2008). Sea ice concentrations came
changes of greatest relevance to regional marine access from a revised NASA Team algorithm (Cavalieri et al.,
key areas of the Arctic. 1996).
The sea ice data were interpolated from the original 25 km
resolution to 2 latitude by P longitude for the purpose of
2 Regional variations in Arctic sea ice extent comparison to global climate model (GCM) output in the
next part of this study. A comparison between pixel resolu-
Several studies have concluded that the widely cited loss ofions indicated that our interpolated September data underes-
pan-Arctic sea ice was not similar in all seasons and regionsimated SIE by 5 to 7 %, while retaining essentially the same
of the Arctic. The most recent studies indicated a significantinter-annual variability and trend slope as the full-resolution
decline in pan-Arctic sea ice extent (SIE) year-round, with data. The difference in interpolated and archived SIE was
the largest declines in the summer (Meier et al., 2007; Parkindue to the land—sea classification mask that changed with
son and Cavalieri, 2008). Pacific and Atlantic Ocean tempera coarser grid resolution. In the conversion process, more
atures have increased over the past 30yr, which has in turooastal regions became land than sea, reducing coastline SIE.
brought warmer water further into the Arctic Ocean, reduc-Each pixel with sea ice presence (15 % or more sea ice) was
ing SIE (Shimada et al., 2006; Francis and Hunter, 2007). converted into a square kilometer estimate using 12 347 km
The recognized role of natural variation in fluctuation of (area inside a one latitude by one longitude pixel at the Equa-
Arctic sea ice required consideration of whether the satel+or) multiplied by the cosine of the latitude.
lite record is extensive enough to meet significance require- The Arctic was divided into four quadrants: A% to
ments for time series analyses. Meier et al. (2007) calculated5’ E (Atlantic quadrant), 45E to 135 E (Russian quad-
the number of years required for significance within the ob-rant), 135 E to 13% W (Pacific quadrant), and 138V to
served record of 1979-2006 and determined that, for annu45° W (Canadian quadrant), based on the divisions used
ally averaged SIE, less than a decade was necessary to dey the Arctic Climate Impact Assessment (ACIA) (Fig. 1;
tect a trend at the 95% confidence interval. However, forACIA, 2005). Rather than use divisions seen in previous sea
simulated September SIE, Kay et al. (2011) concluded thaice research (e.g., Parkinson et al., 1999), we chose larger
two decades were required to establish the statistical signifiregions that cover segments of sea ice relevant to the routes
cance of a trend. Further, approximately half of the observedve investigate in Sect. 4. For example, the Canadian quad-
September trend was found to be externally forced, and theant covers most of the Northwest Passage, while the Rus-
other half was attributed to internal variability. These resultssian quadrant covers most of the Northeast Passage. We con-
suggested that while variability of pan-Arctic SIE within the ducted a time-series analysis of SIE trends across the Arctic
29 yr record may be high, the strength of the external forcingand for each quadrant. We also performed linear regression
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Table 1. Pan-Arctic SIE, 1980-2008. Average values from 1980- Table 2. Regional SIE loss per decade. Trend % per decade calcu-
2008, the standard deviation for that period, the trend, and thdated for each month for the four quadrants, and annual trend % per
decadal trend are given for each month. For the trend % per decadeecade. Standard typeface represents 95 % significance; italics rep-
the annual trend and all months reached significance at 99.9 % oresent significance of 99 %; bold represents significance of 99.9 %

greater. or greater; and underline represents no significance at 95 %.
Average,  Std Dev. Trend Trend Time Atlantic Russian Pacific Canadian
1980-2008 1980-2008
Time 1Fkm?2  100km?  103kmlyr~1 %decade? Annual 7.6 -37 =32 —4.4
Jan. -9.4 -2.7 —-0.8 -3.4
¥ 143 o  _aom Taz Feb. -85 —22 10 28
Feb. 150 047 _471 29 Mar.  —7.8 -14 -16 -2
Mar. 15.2 0.48 —46.4 -28 Apr. —8.0 1721 —2.4
Apr. 143 047 _46.4 ~3.0 May ~ -638 —24 =13 —25
May 13.0 0.44 —375 —2.7 Jun. -5 -38 12 —4.7
Jun. 11.4 0.42 —42.8 _34 Jul. —-6.1 -8.1 -2.4 -10.1
Jul. 9.3 0.70 -70.9 —6.6 Aug. —-6.8 -10.0 -9.6 -7.3
Aug. 6.9 0.74 -71.7 -8.7 Sep. —6.7 -95 -150 -6.2
Sep. 6.3 0.86 —82.2 —-10.7 Oct. -5.6 -3.1 -6.5 -6.3
Oct. 8.5 0.60 —53.4 -5.6 Nov. 71 24 _27 -73
Nov. 10.6 0.56 —-55.4 —4.7 Dec. —9.4 _25 07 29
Dec. 12.6 0.45 —-41.6 -3.0 —
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Fig. 2. September sea ice extent (SIE) by region, 1980-2008. The
Fig. 1. Study quadrants and sea surface temperature (SST) samegend indicates line colors of the different domains in the graph.

pling. Quadrant divisions are shown by black longitudinal lines. The T"€ graph identifies that Atlantic and Canadian quadrant SIEs are

rounded box in the Atlantic and Russian quadrants depicts the subdecreasing much slower than the pan-Arctic, while Pacific SIE is
region from which SSTs were analyzed2¥ to 7¢° E, 75 N to decreasing much _faste_r than the pan-Arc_tlc. The Russian quadrant
80° N. has been decreasing similarly to pan-Arctic trend.

analyses and used a least squares fit approach and an F-t€&nadian and Atlantic quadrant summer SIE losses were less
for confidence intervals. rapid (7.9 and 6.5 ppd). Russian, Pacific, and Canadian win-
Our evaluation of sea ice trends identified variations be-ter SIE losses (2.1, 1.1, and 3 ppd) were similar to pan-Arctic,
tween pan-Arctic (Table 1) and regional sea ice losses (Tawhile the Atlantic quadrant’s winter loss (8.6 ppd) was sig-
ble 2). Pan-Arctic summer (July—September) SIE decreasedificantly more rapid (Fig. 2, Table 2).
at a more rapid rate (8.7 % per decade — ppd) than late winter In the Canadian, Pacific, and Russian quadrants, months
(January—March, 3 ppd) from 1980-2008. The Russian andvith SIE loss exceeding 7 ppd occurred between July and
Pacific quadrants had summer SIE decline (9.2 and 9 ppdNovember (Table 2). In the Atlantic quadrant, November
similar to the pan-Arctic decline, although the Pacific quad-through April had SIE losses greater than 7 ppd, whereas
rant had a much greater September decline (15 ppd). Th#lay through October losses were less than 7 ppd. Further,
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the Atlantic quadrant lost annual SIE at almost double the Atlantic Ocean Sea Surface Temperatures
pan-Arctic rate (Tables 1 and 2).

2.2 Arctic sea ice extent and North Atlantic sea surface
temperatures

075
|
T

We investigated Atlantic Ocean sea surface temperature
(SSTs) as a possible explanation for the anomalous decreas:
in winter Atlantic SIE. National Centers for Environmen-
tal Prediction (NCEP) and National Center for Atmospheric \[
Research (NCAR) reanalysis data provided Atlantic Ocean g & \J
temperature values: the average SSTs in degrees Celsius
from 75 N to 80 N, 20°W to 70 E (Fig. 3) (Kalnay et g \
al., 1996). The NCEP/NCAR SSTs, in turn, were prescribed
from Reynolds et al. (2007). Our initial regression analyses . : : , : :
of March SIE used a 12-month average of Atlantic Ocean 1080 1085 1990 1095 2000 2005
SSTs, with the SSTs preceding March SIE. This regression Year
of Atlantic quadrant SIE had statistical significance at the
99.9% level RZ=0-51)- Conversely, March SIE in the Pa- Fig. 3. Atlantic Ocean sea surface temperatures (SST). SiST.(
cific and Canadian quadrants had no significant correlatiorveraged over 75-8M, 20° W-70" E for the 12 months ending in
with Atlantic SSTs, while Russian and pan-Arctic SIE had February of the indicated year for 1980—2008. For example, 1990 is
a lower correlation with Atlantic SSTRf=0.39 and 0.47, calculated as March of 1989 through February of 1990.
respectively).

Following the initial test, we ran lead—lag correlations be- :
tween March SIE and Atlantic Ocean SSTs. The Iead—lag3 Global climate model performance

correlations consisted of the average of ayear’s SSTs, shifteg}, i, Coupled Model Inter-comparison Project, Phase 3

a month with each new correlation. For example, the cenycyp3) set of simulations, climate models under-simulated
ter of the lead-lag correlations was October of the previousy,o speed with which SIE was diminishing in the Arctic

year's SSTs to September of the current year's SSTs, as the@Stroeve et al., 2007, 2012; Winton, 2011). At the onset of
relate to March SIE. The next correlation, moving forward, CMIP3, the general expectation was for an ice-free sum-

averaged November to October SSTs. If the correlation be,or Arctic Ocean towards the end of this century based

tween SSTs and SIE was symmetric, the strongest correlatiog, model simulations; after analyzing the limitations of the
should have occurred with the correlation centered on March'sea ice output and the current rate of sea ice decline, sev-

October of the previous year through September of the cong 4 groups recently estimated an ice-free summer earlier

current year (e.g., October 1979-September 2008 SSTs r¢n,n 2050 (Comiso et al., 2008; Wang and Overland, 2009;
gressed with March SIE from 1980-2008). Instead, the peaksiygeve et al., 2012). Comparison of performance between
occurred four months later, with February of the concur-mqels offers a guide to those models’ potential for captur-
rent year to January of the following year (Fig. 4). These,q the effects of changes in atmospheric and oceanic forc-
two datasets _correlated best when the Atlantic Ocean SSTﬁ]g_ Improvement of climate models, especially their sea ice
lagged Atlantic quadrant SIE by several months. components, will be of critical importance in providing the
We correlated these variables with de-trended datasets, U$stormation required to develop sound management strate-
ing the residuals from a linear time series of each datasquies and informed policy (ACIA, 2005: AMSA, 2009).
The. data;ets had the same peak (F'Q- 4), 'lnd|cat|ng that A gjnce climate models vary greatly in their ability to repro-
lantic region SIE both had a correlation with and precededy,ce gpserved trends, evaluating models is a necessary step
changes in North Atlantic SSTs. However, the results do nNo{ypen, selecting a climate model for future simulations. Over-
exclude the possmnlty that a common.drlverwas responsiblgyq et al. (2011) suggest using an ensemble of models based
for changes in both variables (e.g., air temperatures or deeg, performance of reproducing trends and warn that compar-
ocean current.s). , . ) .. ing models to the mean state has several disadvantages. They
_Our analysis of regional SIE trends and drivers identified g 6 that trends may provide more robust metrics for captur-
significant sea ice declines across all regions. The Atlantlcing model performance. Further, climate models are designed
quadrant’s trends differed substantially from the other quad-to capture trends and extreme maxima/minima, but they are
rants. Our research points to the likelihood that Atlantic S€30t intended to capture the timing of extreme events, which
ice losses were coupled with and perhaps altered SSTs in g,y jead to greater variability when evaluating means as op-

North Atlantic Ocean. posed to trends. While Overland et al. note that comparing
trends in a 20-50 yr period may be problematic due to greater
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SIE and SST Lead-Lag Correlations
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Fig. 4. Sea ice extent (SIE) and sea surface temperature (SST) lead lag correlations. March Atlantic SIE correlated with annual average SSTs
At 0, SSTs were averaged from October to September, centered on March of the same year as SIE. Each step forward indicates a one-mont
lead/lag increment. The left graph has lead—lag correlations squared for the data; the right graph has lead—lag correlations squared for the
detrended data. Correlationg @re plotted as corresponding values to indicate fractions of explained variance.

internal variability, Kay et al. (2011) show that while a 10-yr metrics were analyzed using a least squares linear regression
trend only captured the proper sign of major trends approxi-time series for each month’s SIE. The difference between
mately 66 % of the time, a 20-yr time period allows a model the slope of the regression line for the model output and the
to simulate the sign of major trends with 95 % confidence. Aobserved record was used to rank the simulated March and
30-yr trend will have a greater likelihood of representing the September trends. The third performance metric, named the
major trend. absolute error, was based on the 12 calendar-month differ-
While several studies have evaluated SIE simulation perences between the observed and modeled SIE from 1980—
formance in climate models (e.g., Zhang and Walsh, 2006)2008. The modeled mean value for each month (1980-2008)
only Overland and Wang (2007) analyzed regional varia-was subtracted from the observed mean value for that month.
tions in the Arctic. In this study we evaluated the perfor- Once all monthly differences were computed, the absolute
mance of 13 atmosphere—ocean general circulation modelgalues of the 12 monthly differences were averaged. Each
(AOGCMs) in simulating SIE for the period 1980 through model earned a rank for each metric from 1-13, and the dif-

2008 in the Arctic and four sub-regions. ferent metrics were summed for each model. In this case,
_ a smaller number represented a better rank for the model.
3.1 AOGCM performance evaluation These methods were repeated for regional SIE performance

) to determine which models performed best in each of the four
Model performance was assessed for pan-Arctic SIE and foug, . qrants. The rankings from the four quadrants were also
quadrants from Sect. 2. The AOGCMs used in this researcly ;.\ mad to create a combined quadrants rank.

were forced,with the A1B emissio.ns scenario. At the relea_se We summarized the pan-Arctic performance of models in
of the IPCC’s AR4, A1B was a middle-of-the-road scenario tapje 4. The models that performed best for the Septem-

for emissions. Since that report, global emissions of greenye, yreng simulated the greatest decrease in September SIE.
house gases (GHGs) have exceeded all emission scenariqgg |\ (Institute for Numerical Mathematics) model had
from AR4. Higher emissions are expected to result in more, |\ 5.a rapid trend in September than the observed record,

climate forcing than prescribed in these models (IPCC, 2007} e 41| other models underestimated the September trend.

Solomon etal., 2009). However, the AOGCMs used observed cg estimated a more rapid rate of decline in March than
GHG concentrations for 1980-2000. Because this study COVgne ohserved record; all other models underestimated the

ered 1980-2008, we used the emissions scenario for 2001g 4 ch trend (Table 3). See full performance results by re-
2008 (IPCC, 2007; UNMDG, 2010). All forcing scenarios

. . : ; gion in Table 4.
were very similar during this period.

) . Since we intended most of our analysis in Sect. 4 to be
Simulated SIE for 13 models (Table 3) for the histori- 1,y Arctic, we selected models that performed best from
cal period 19802008 was compared to the observed satejpe han_arctic analysis: Hadley Centre Global Environmen-
lite record to develop a performance ranking. The perfor-..; \1odel GEM1 (HadGEM), MIROC Medium Resolution
mance ranking measured accuracy of each model based Model (MRCM), Community Climate System Model 3.0

three metrics: September SIE trend, March SIE trer_1d, anctCCSM), and the Institute of Numerical Mathematics (INM)
the absolute value over the annual cycle of SIE. The first two
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Table 3.Pan-Arctic sea ice models. The model acronyms used in this study, the full names of their research organizations, and the evaluation
metrics from this study. The top row displays the observed satellite record and subsequent rows show the output for each model. The third
performance metric (absolute error) was based on the 12 calendar-month differences between the observed and modeled SIE from 1980
2008. The modeled mean value for each month (1980-2008) was subtracted from the observed mean value. Once all monthly differences

were computed, the absolute values of the 12 monthly differences were averaged.

Model Research organization and model name September March trend,  Absolute error

acronym trend, kryr—1 km2yr—1 km?

Observed Observed —82240 —46432 0

BCCR Bjerknes Centre for Climate Research BCM 2.0 —13805 —24635 777894

CCCma Canadian Centre for Climate Modelling and Analysis CGCM 3.0 —17613 —3132 898971

CCsSM National Centre for Atmospheric Research CCSM 3.1 —65535 —51082 809307

CNRM Méteo-France and Centre National de Recherches —28546 31630 932108
Méteorologiques CM3

CSIRO Commonwealth Scientific and Industrial Research —12608 —5051 802 664
Organisation MV 3.0

ECH Max Planck Institute for Meteorology ECHAMS5 —24 273 —19208 748 364

GISS Goddard Institute for Space Studies AOM —-17629 —9453 733971

HAD Hadley Centre for Climate Prediction and Research and —46729 —18474 892375
the Met Office CM3

HadGEM Hadley Centre for Climate Prediction and Research and —77914 —43675 716 300
the Met Office GEM1

INM Institute for Numerical Mathematics CM 3.1 —88593 —-17312 713620

IPSL L'Institut Pierre-Simon Laplace CM4 —41484 —29982 754628

MRCM Center for Climate System Research, National Institute —40514 —30824 682 600
for Environmental Studies, and Frontier Research Center
for Global Change MIROC 3.2 Medium-Resolution

MRI Meteorological Research Institute CGCM 2.3.2 —-10637 —23215 731048

Table 4. GCM performance. The composite ranks of models evaluated in this study, by study region. The models’ order follows pan-Arctic
ranking. Each model earns a rank for each metric from 1-13, which is summed to create a composite rank. The first number in each column
shows the rank of each model within that region; the number in parentheses is the composite rank.

The Cryosphere, 7, 321332 2013

Pan-Arctic  Atlantic Russian Pacific Canadian Combined
guadrants
HadGEM 1 (5) 2(9) 13(28) 3(16) 8 (25) 4 (78)
MRCM 2(10) 10 (27) 6(20) 4(17) 1(3) 2 (67)
INM 3(13) 1(18) 4 (19) 1(14) 2 (14) 1 (55)
CCSM 4 (15) 13(32) 9(25) 11 (26) 8(25) 13 (108)
IPSL 5(16) 7 (23) 7 (23) 1(14) 10 (26) 6 (86)
ECH 6 (21) 11(28) 1(10) 12 (27) 6(24) 9 (89)
HAD 7 (23) 8 (25) 9 (25) 7 (21) 4 (15) 6 (86)
MRI 7 (23) 3(10) 4 (19) 9 (24) 11 (27) 5(80)
BCCR 9 (24) 5(19) 8 (24) 6 (19) 6 (24) 6 (86)
GISS 9 (24) 4 (18) 9 (25) 5(18) 2(14) 3(75)
CSIRO 11 (32) 6 (20) 12 (26) 10(25) 13(32) 12 (103)
CNRM 12 (33) 8 (25) 3(15) 7 (21) 12 (28) 9 (89)
CGCM 13 (34) 12(29) 2(14) 13(31) 5(16) 11 (90)

www.the-cryosphere.net/7/321/2013/
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Table 5. Model evaluation synthesis. This table synthesizes model performance over several studies. An X or a + indicates the model was
selected by that study. A + indicates the model was among the best five models in our pan-Arctic evaluation. An underline indicates the
model performed in the best five models in our combined quadrants evaluation.

Pan- Combined Zhang and Arzel et Walsh et  Overland and Wang and Zhang
Arctic quadrants  Walsh (2006) al. (2006) al. (2008) Wang (2007) Overland (2009) (2010)
BCCR
CCCMA X X X
CCSM + + + +
CNRM X X X X
CSIRO X
ECH X X X
GISS X X X X
HAD X X
HadGEM + + + + +
INM + +
IPSL + + + +
MRCM + + + + + + + +
MRI X

Projected VS. Observed September SIE

6 Million
1

©
®  Sea lce Observations

— Observational Trend .

®  Four Model Mean
— Four Model Trend

4 Million

®  Nine Model Mean
— Nine Model Trend

Sea [ce Extent, in km?

2 Million
I

Sea Ice Extent in Million Sq. Km.

T T T T T T 2020 2040 2060 2080 2100
1980 1985 1990 1995 2000 2005
Fig. 6. Pan-Arctic sea ice extent projections, September 2010-2100.
Fig. 5. Projected vs. observed September sea ice extent (SIE)Models include CCSM, HadGEM, INM, IPSL, and MRCM.
September SIE from 1980-2008 for the mean of four best perform-
ing models in red, the observed SIE in black, and the mean of the

remaining nine models in blue. 3.2 AOGCM evaluation study synthesis

model. We compared an average of these models to an a\ﬁ‘ number of major studies have evaluated AOGCMs in

erage of the remaining nine models for their September SII':the Arctic, and as part of this study we compared results
and trend; while the points for the four-model mean were &Cross all evaluations (Table 5). We only compared models

scattered, their trend line was much closer to the observquat werle uszd in-our stugyi agd vxe |nd|ca:]ed m;(rj]els that q
record’s trend line than that of the remaining nine modelsVere selected as top models by those authors. Zhang an
(Fig. 5). Projections from top pan-Arctic models revealed Walsh (2006) and Arzel et al. (2006) selected models that

; ! . oy o
a relatively narrow range of future sea ice scenarios, all 0f5|mulated annual SIE within 10% of the observed record

which pointed to the loss of at least two-thirds of 1980 sea icefrom 1979-1999. Overland and Wang (2007) selected mod-

cover by 2080 (Fig. 6). The MRCM, HadGEM, and CCSM els that simulated annual SIE within 20 % from 1979-1999.

models simulated a complete loss of September sea ice b} alsh_ et al. (2008), the only study cited here t_hat did not
2080. nvestigate SIE, evaluated models based on their assessment

of several climatic variables and developed a composite rank
for each model. Wang and Overland (2009) selected models
that simulated September SIE within 20 % from 1979-1999.
Zhang (2010) selected model runs in which the sensitivity of
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sea ice to temperature most closely matched the correspon@060, and 2090 (2026—-2034, 2056—-2064, 2086—2094). For
ing observational sensitivity during 1979—-2004. comparative purposes, we computed a 9-yr mean of the ob-
Our comparison of model performance across these studserved sea ice record from 2000 through 2008 based on satel-
ies indicated that MRCM was the most consistent model: itlite records of sea ice presence (Sect. 2.1). For each 9-yr
was selected by every study in our comparison. Five studiesnean, if the model indicated sea ice presence in a pixel for 5
selected HadGEM as a top-performing model (Table 5). Ofor more years, the 9-yr mean was classified to have sea ice
the top four models in our study, INM was the only model not present.
selected by any other study. This model was the only model Because these projections are 9-yr means, they represent
to overestimate September SIE losses (Table 3). None of thevhat might be expected for normal or median-year condi-
earlier studies included years more recent than 2004, whetions in 2030, 2060, and 2090. However, significant inter-
SIE loss was the most dramatic. annual variability exists, such as the extreme minimum of
AOGCMs vary in reproducing current sea ice trends.2007. Even if these opening and closing dates are accurate
Therefore, it is important to identify models that best simu- for a mean year, they are not indicative of the range of seaice
late recent SIE and to project future changes with those modeonditions that are possible within the time period shown.
els. This study found several models that worked best across To examine the practicality of these projections, we
the Arctic and on regional scales. extrapolated current trends for comparison. The 1980-
2008 time series for September indicated a decrease of
82240knfyr—1 (Fig. 8). An extrapolation of this trend to
4 Arctic marine access 2030, 2060, and 2090 indicated less SIE than projected by
the model averages for 9-yr periods centered on 2030, 2060,
Since 2000, reduced sea ice conditions have resulted i@nd 2090. Further, the 2000-2008 average SIE was less than
greater Arctic shipping activity and a surge of interest in fu- 1 million km? greater than the 2030 model average. By com-
ture sea ice conditions. Observational records indicated thagarison, SIE has declined by 2.5 million krover the past
changes are occurring faster with each decade, such that evéiiree decades. The years 2008-2011 have all had less SIE
the most extreme sea ice simulations from AR4 were notthan pre-2007 levels (Stroeve et al., 2012), which implies that
keeping pace (IPCC, 2007; Stroeve et al., 2007, 2012). SIE will likely continue to decrease at a faster rate than these
The Arctic Marine Shipping Assessment (AMSA) (2009) AOGCMs indicate. However, it is still possible for recently
examined Arctic sea ice observations and model simulationslow SIE to be a result of the high natural variability seen in
reviewing social, economic, environmental, and political im- the climate system.
plications of increasing Arctic marine navigation. AMSA  We examined projected Arctic ice-cover, defined as the
used projections from the Hadley Centre GEM1 model for percent of Arctic seas north of the Arctic Circle with SIE
March and September of 2010-2030, 2040-2060, and 2070presence, for every month of the 9-yr means centered on
2090. These projections indicated decreasing sea ice cond2030, 2060, and 2090. We averaged the projected percent
tions in the future, with the possibility of a sea ice-free sum-of ice-cover from the four models. This calculation pro-
mer by the end of the century. However, several studies hav&ides insight into the cycle of future SIE decline; our anal-
used AOGCM projections to estimate future sea ice condi-ysis determined significant declines, primarily between July
tions and found this estimate conservative (Stroeve et al.and October, for 2030, 2060, and 2090 (Fig. 9). By 2030,
2007, 2012; Wang and Overland, 2009; Zhang, 2010). these models projected 90 % or greater ice coverage in win-
AMSA investigated Arctic marine access using model pro-ter, while September cover decreased to 60%. The 2060
jections that, while limited in scope, provided information model projections decreased to 85% winter cover and less
about the increasing need for safe Arctic transit. This studythan 40 % September cover. By 2090, the model projections
expanded upon AMSA's scenarios of Arctic marine accessi-showed less than 85 % winter ice coverage and less than 10 %
bility by using best-performing AOGCMs to analyze multi- August-September ice coverage.
ple future scenarios and to evaluate potential changes in ac-
cess to the Arctic Ocean by ice-strengthened vessels through2  Arctic marine access evaluation
several key passages.
Our study evaluated Arctic marine access for a particular
4.1 AOGCM projection analysis type of vessel, classified according to the Polar Code (PC).
The PC, already a voluntary set of guidelines, has been pro-
In Sect. 3.1, we identified the models that best simulatedposed as a mandatory system for ships navigating in ice-
sea ice in the Arctic: Hadley Centre Global Environmen- covered water (Table 6); under the code, the most capable
tal Model GEM1 (HadGEM), MIROC Medium Resolution vessel, PC-1, would be a nuclear icebreaking ship capable
Model (MRCM), Community Climate System Model 3.0 of handling thick, multi-year ice. In this study, we evaluated
(CCSM), and the Institute of Numerical Mathematics (INM). the accessibility of the Arctic Ocean to PC-7 vessels. The as-
Nine-year means were constructed for each model for 2030sumption was that PC-7 vessels would not navigate extensive
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Table 6. The Arctic Guidelines and the Unified Requirements,  Qpserved Extrapolated and Modeled Trends
from AMSA (2009). The Polar Code designates “a system of polar ’ '

classes for ships with different levels of capability and construction,
structural and equipment requirements under various ice conditions| 2pns-2008
The Unified Requirements apply to ships of member associations

constructed on or after March 1, 2008” (AMSA, 2009, p. 56). 2030 Mode|
2060 Mode|
Polar class  General description
— — 2080 Mode|
PC-1 Year-round operation in all Arctic ice-covered waters
PC-2 Year-round operation in moderate multi-year ice conditions 0T-2030
PC-3 Year-round operation in second-year ice, which may include 0T - 2060
multi-year ice inclusions
PC-4 Year-round operation in thick first-year ice, which may OT- 2090
include old ice inclusions
PC-5 Year-round operation in medium first-year ice, which may o 1 2 3 4 5 6
include old ice inclusions - —
PC-6 Summer/autumn operation in medium first-year ice, which SIE in Million Sg. Km.
may include old ice inclusions .
PC-7 Summer/autumn operation in thin first-year ice, which may Fig. 7. Observed, extrapolated, and modeled Trends. Observed av-

include old inclusions. erage sea ice extent (SIE) for September 2000-2008; results of the
model mean forecasts for September 2030, 2060, 2090; and 1980
observed trends, extrapolated to September 2030, 2060, and 2090.
The x-axis shows SIE, in million kf
segments of ocean in which sea ice was depicted by satellite
imagery or climate models. ) ) )
The region and routes evaluated in this study include theVlurmansk, Russia, crosses the Atlantic Ocean, and ends in
Bering Strait, Northeast Passage, Northwest Passage, arehurchill, Canada (Fig. 7). .
Arctic Bridge (Fig. 7). The Bering Strait region separates The results for accessibility in the Arctic Ocean are shown
the Pacific and Arctic Oceans between Russia and Alaskdh Fig- 10. As indicated previously, “ice-free” is defined as up
This region has particular significance to the Arctic, becausd® 15 % ice cover in the observed record, and therefore pas-
it provides access to the Arctic Ocean from the Pacific regionSag€ may require an ice-strengthened vessel such as a PC-7.
It freezes every winter and thaws every summer, a conditiordnder the scenarios in this study, all routes become accessi-
which is expected to continue through 2099 in all model out-ble for longer periods over the course of the century, chang-
puts. For the purposes of this study, a route can be considerdfld by as much as two months on each end of the season.
open if sea ice does not block the route in question. Visually,Most models indicated that the Northwest Passage was inac-
this means the existence of a corridor of open water along thé;essmle in 2030, ar_1d one model indicated it was inaccessible
entire route. However, in the early stages of ice freeze-up o 2060. However, in 2007, and every year since, the North-
during late stages of thaw, a Polar Class 7 vessel is capable 8fést Passage was fully navigable for a short period of time.
traversing thin ice; some leeway was required when interpretFurther, a recent study determined that some routes were al-
ing the results. In some stretches of both the Northwest andi€ady more accessible than these models described for 2030
Northeast Passages, where the data have only a single pixeptammerjohn et al., 2012). Since the model-estimated ice-
of sea ice, the ice may be capable of blocking the entire routeSOVer for 2030 was similar to current ice-cover, future navi-
In these cases, we considered a route closed if at least twBation seasons could be longer than suggested by the model
consecutive pixels of sea ice blocked the route. While transSimulations. .
port ships can contract icebreakers for escort through these Arctic SIE has been decreasing for the past 30yr, and
corridors, for the purposes of this study, we considered thdf current trends persist the Arctic Ocean is likely to see
route only open if a PC-7 could traverse the route unaided. @n increase in Arctic mari.ne use aqd coastal development
The Northeast Passage was defined as a route from thMSA, 2009). Our analysis of shipping route access to the
Bering Strait to northern Europe, across the top of Eurasigrctic based on model projections in 2030, 2060, and 2090
(Fig. 7). In recent years, most of the Russian coast has be3Uggests all shipping routes will likely realize increased nav-
come ice-free by September, except for the crossing from thédation seasons before the end of the century.
Kara Sea to the Laptev Sea. The Northwest Passage “... is the
name given to the various marine routes between the Atlantic
and Pacific oceans along the north coast of North America
that spans the Canadian Arctic Archipelago” (AMSA, 2009).
Figure 7 displays several variants of the Northwest Passage.
The Arctic Bridge, a proposed future shipping route, starts in
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access in the context of changlng sea ice cover has a§serﬂl—g_ 10. Arctic accessibility. Projected Arctic marine accessibility
bled evaluations of the regional and seasonal trends, drivers,om four AOGCMs. A solid line indicates that no models showed
projections, and impacts of Arctic sea ice change. Section 2ccessibility. A long line with a very small dash indicates that one
highlighted that recent trends of sea ice extent vary regionmodel showed accessibility. A dashed line with equal space indi-
ally and seasonally. While the extent to which sea surfacecates two models showed accessibility. A sparsely dotted line indi-
temperature anomalies in the Atlantic subarctic drove or re-cates three models showed accessibility. No line indicates that all
sulted from sea ice variations could not be established by th&odels showed accessibility.
correlative analysis performed here, the study made it clear
that oceanic coupling must be considered in the diagnosis of
North Atlantic sea ice variability and trends. It is important trends of Arctic sea ice. Using a three-metric evaluation, we
to note that, contrary to our hypothesis, changes in SSTs indentified the best performing models for the various sectors
the North Atlantic were unlikely to have driven Atlantic SIE and for the Arctic as a whole. Our synthesis of GCM perfor-
changes; changes in North Atlantic SSTs lagged the Atlantiomance evaluations indicated that, regardless of methodology,
sector SIE. several models consistently performed well.

Section 3 confirmed that global climate models vary in In Sect. 4, we used the best performing models as a
their ability to capture the seasonal amplitude and recenbasis for projections of changes in ice cover and marine
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access through the 21st century. While this study couldAlaska and Arctic Planning (SNARyww.snap.alaska.efluThe
not guarantee that models with the best hindcast succes®ntents are solely the responsibility of the authors and do not
will produce the most credible projections for the coming necessarily represent the official views of USGS. All statistical
decades, we found no justification for reliance on modelsanalyses were performed using the R language and environment
with poorer track records in their simulated seasonal cycled°" statistical computing and graphics. For more information, see
and trends. Scenarios obtained from the subset of the fouftP//Www.r-project.org/
best-performing models pointeq toa Ieng.thening open Wag .4 by: J. Stroeve
ter season, and hence the period of marine access, by one
to three months in the navigation corridors considered here.
This assessment suggests that the Northwest and NortheaReferences
Passages hold potential for enhanced marine access to the
Arctic in the future, including shipping and resource devel- ACIA — Arctic Climate Impact Assessment: available http:/
opment opportunities. WWV\_/.acia.uaf.eduIast_ access: 26 March 2012, Cambridge Uni-
We accompany this assessment with a crucial question and Versity Press, Cambridge, 1024 pp., 2005. ,
caution: does the extreme sea ice retreat observed during'>A ~ Arctic Marine Shipping Assessment: 2009 Report, avail-
2007-2011 represent natural variability, or is it an indicator 2?(';Cat'225ﬁmzivna:;izlsmgﬁz?:r:;?seﬁ; Z%gjmagf\,&;;
that models are not sensitive enough to external forcing on April 2009. ' ' ' ’
Arctic sea ice? While 2007-2011 SIE levels could be due toaz¢|, 0., Fichefet, T., and Goosse, H.: Sea ice evolution over the
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Hilmer and Jung, 2000; Comiso et al., 2008) have suggested Model., 12, 401-415, 2006.
that, in the last two decades, the sea ice regime has shiftedavalieri, D., Parkinson, C., Gloersen, P., and Zwally, H. J.: Sea ice
resulting in faster SIE decline. Previous studies (Stroeve et concentrations from Nimbus-7 SMMR and DMSP SSM/I pas-
al., 2007, 2012; zZhang, 2010), as well as our analyses in sive microwave data (1980—2007), National Snow and Ice Data
Sects. 3.1 and 4.2, point to the conclusion that while GCMs_ Center, Digital Media, updated 2008, Boulder, CO, USA, 1996.
can reproduce historic trends with some accuracy, they argomlsg, J._, Parklnson_, C., G(_ersten, R., and Stock, L.: Accelerated
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