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Abstract

The Diffusive Back and Forth Nudging (DBFN) is an easy-to-implement iterative data
assimilation method based on the well-known Nudging method. It consists in a se-
quence of forward and backward model integrations, within a given time window, both
of them using a feedback term to the observations. Therefore in the DBFN, the Nudging5

asymptotic behavior is translated into an infinite number of iterations within a bounded
time domain. In this method, the backward integration is carried out thanks to what is
called backward model, which is basically the forward model with reversed time step
sign. To maintain numeral stability the diffusion terms also have their sign reversed,
giving a diffusive character to the algorithm. In this article the DBFN performance to10

control a primitive equation ocean model is investigated. In this kind of model non-
resolved scales are modeled by diffusion operators which dissipate energy that cas-
cade from large to small scales. Thus, in this article the DBFN approximations and
their consequences on the data assimilation system set-up are analyzed. Our main re-
sult is that the DBFN may provide results which are comparable to those produced by15

a 4Dvar implementation with a much simpler implementation and a shorter CPU time
for convergence.

1 Introduction

The well-known Nudging method is based on the second Newton axiom and consists
in adding a forcing term in the right hand side of a given system in order to gently20

push the model toward a prescribed value. The first appearance of nudging in the
geophysical literature was in 1974 (Anthes, 1974). In this work the authors proposed
the use of nudging to mitigate initialization problems in atmospheric models. However,
a similar algorithm had already been developed by Luenberger (1966). This algorithm
has been called “Luenberger observer” or “asymptotic estimator”, since under linearity25

and observability hypothesis the estimator error converges to zero for time tending to
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infinity. It is quite interesting to note that there is no mention of the Luenberger observer
in the geophysical literature except in the recent work of Auroux and Blum (2005). More
recently, a comprehensive study on the nudging method and its variants was produced
by Blum et al. (2008) and Lakshmivarahan and Lewis (2012).

The first appearance of a successful application of nudging to oceanographic Data5

Assimilation (DA) was in 1992 in a work that assimilated sea surface height derived
from satellite measurements into a quasi-geostrophic layered model (Verron, 1992).
Since then, the method has been successfully applied to several oceanographic nu-
merical problems such as boundary conditions (Marchesiello et al., 2001; Chen et al.,
2013), downscaling (Li et al., 2012), and other DA problems (Verron, 1992; Haines10

et al., 1993; Blayo et al., 1994; Lewis et al., 1998; Killworth et al., 2001; Thompson
et al., 2006). Concerning applications to DA problems, the weights given to the model
and the observations are generally not based on any optimality condition, but are rather
scalars or Gaussian-like functions constructed based on physical assumptions. The ap-
peals of this method are the simplicity of implementation in complex numerical models,15

the low computational power required and the time smoothness of the solution.
The increasing availability of computing power has allowed to use more advanced

data assimilation methods. In general, these methods use information on the model
statistics and observations errors to weight the model-observations combination. Two
of these methods that are widely used by prediction centers are the ensemble Kalman20

filter – EnKF (Evensen, 1994) and its variations (Pham, 2001; Hunt et al., 2007), and
the four dimensional variational method 4Dvar (Le Dimet and Talagrand, 1986; Courtier
et al., 1994). For the first, the numerical costs are due to the propagation of the ensem-
ble, usually formed by tenths of members, to calculate the forecast. For the second, the
costs are due to the need of minimizing a cost function in a very huge state space (108

25

variables). This may require several iterations of the minimization algorithm, which in
practice requires several integrations of the direct and adjoint models.

However, even with the growing interest in these complex techniques built on solid
theoretical arguments, nudging has not been left aside. Recent works have used
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nudging along with more advanced methods such as Optimal interpolation (Clifford
et al., 1997; Wang et al., 2013), EnKF (Ballabrera-Poy et al., 2009; Bergemann and
Reich, 2010; Lei et al., 2012; Luo and Hoteit, 2012), 4Dvar (Zou et al., 1992; Stauffer
and Bao, 1993; Vidard et al., 2003; Abarbanel et al., 2010) or particle filters (Luo and
Hoteit, 2013; Lingala et al., 2013) to extract the best of each method. In the particular5

case of the hybridization with the EnKF proposed by Lei et al. (2012), the resulting
algorithm takes the advantage of the dynamical propagation of the covariance matrix
from EnKF and uses nudging to mitigate problems related to the intermittence of the
sequential approach, which among other things entails the possible discarding of some
observations.10

Recently, Auroux and Blum (2005) revisited the nudging method and proposed a new
observer called Back and Forth Nudging (BFN). The BFN consists in a sequence of
forward and backward model integrations, both of them using a feedback term to the
observations, as in the direct nudging. The BFN integrates the direct model backwards
in time avoiding the construction of the adjoint and/or tangent linear models needed by15

the 4DVar. Therefore, it uses only the fully non-linear model to propagate information
forward and backward in time. The nudging gain, which has an opposite sign with
respect to the forward case, has a double role: push the model toward observations
and stabilize the backward integration, which is especially important when the model
is not reversible.20

The BFN convergence was proved by Auroux and Blum (2005) for the linear case
and full observations, by Donovan et al. (2010) and Leghtas et al. (2011) for the recon-
struction of quantum states and was studied by Auroux and Nodet (2012) for non-linear
transport equations. The BFN performance in numerical applications using a variety of
models, including non-reversible models such as a Shallow Water (SW) model (Auroux,25

2009) and a Multi-Layer Quasi-Geostrophic (LQG) model (Auroux and Blum, 2008), are
very encouraging. Moreover, by using a simple scalar gain, it produced results compa-
rable to those obtained with 4DVar but with lower computational requirements (Auroux,
2009; Auroux et al., 2012).

1076

http://www.nonlin-processes-geophys-discuss.net
http://www.nonlin-processes-geophys-discuss.net/1/1073/2014/npgd-1-1073-2014-print.pdf
http://www.nonlin-processes-geophys-discuss.net/1/1073/2014/npgd-1-1073-2014-discussion.html
http://creativecommons.org/licenses/by/3.0/


NPGD
1, 1073–1131, 2014

Numerical
experiments with the

DBFN

G. A. Ruggiero et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

In this article we present for the first time a BFN application to control a primitive
equation ocean model. The numerical model used is NEMO (Madec, 2008), currently
used by the French operational center, Mercator Océan (http://www.mercator-ocean.
fr/fre), to produce and deliver ocean forecasts. The well-known idealized double gyre
configuration at eddy-permitting resolution is used. This configuration has the advan-5

tage of being simple from the geometry and forcings point of view but with all the middle
latitude ocean mesoscale process features.

The BFN application to control a primitive equation ocean model represents a new
challenge due to the increased model complexity. Among the differences between
NEMO and the simplified oceanic models used by Auroux and Blum (2008) and Auroux10

(2009) stand out the more complex relationship between the variables in the former
since no filtering technique is used in the derivation of the physical model (except the
Boussinesq approximation which is also considered by the SW and LQG models), and
the inclusion of an equation for the conservation of the thermodynamical properties.
The latter requires the use of a nonlinear state equation to couple dynamical and ther-15

modynamical variables.
Furthermore, the vertical ocean structure represented by NEMO is more complex

than the vertical ocean structure represented by the SW and LQG used by Auroux
and Blum (2008) and Auroux (2009). This is because NEMO considers more vertical
degrees of freedom, since the SW model has no vertical levels and the LQG was im-20

plemented with only 3 layers, as well as it considers vertical diffusion processes, mostly
ignored by the LQG model. Vertical diffusion plays an important role in maintaining the
ocean stratification and meridional overturning circulation, which is directly related to
the transport of heat in the ocean. Moreover from the practical point of view, the diffu-
sion/viscosity required to keep the NEMO simulations stable is by far greater than for25

the SW or LQG at the same resolution.
These issues call into question the validity of the approximations made by the BFN

under realistic conditions. Thus, our primary objective is to study the possibility of
applying the BFN in realistic models and evaluate its performance compared to the
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4Dvar. This appears as being the next logical step before using the BFN to assimilate
real data.

This article is organized as follows. In Sect. 2 the BFN methodology and the gains
configuration as well as of the 4Dvar and its configuration are described. Section 3
details the model set-up and the experimental design. Section 4 discusses the practical5

aspects of the backwards integration. The results are presented in Sect. 5, for which
five aspects are analysed:

– sensitivity of the BFN to the assimilation window length (Sect. 5.1.1) ;

– sensitivity to the model diffusion coefficients (Sect. 5.1.2);

– effects of the number of iterations (Sect. 5.1.3);10

– importance of the nudging gain structure (Sect. 5.2.1);

– impact of spatial and temporal observations distribution on the method perfor-
mance (Sects. 5.2.2 and 5.2.3).

Finally, this section ends with a comparison between the BFN and 4Dvar for the case
where observations are distributed so as to simulate an altimetry satellite track.15

2 Data assimilation methods

In this section the Back and Forth Nudging (BFN) is introduced and the 4Dvar used to
assess the BFN performance is briefly described.

2.1 The back and forth nudging

The conventional nudging algorithm consists in adding a forcing term (feedback term)20

to the model equations, proportional to the difference between the data and the model
at a given time. More generally, given a model described by a set of ordinary equations
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(or discretized partial differential equations), nudging consists in adding to them the
forcing term K(xobs −H(x)):

dx
dt

= F (x)+K(xobs −H(x)) (1)

where x represents the state vector, F is the model operator, H is the observation5

operator allowing one to compare the observations xobs(t) to the corresponding system
state H(x), and K is the nudging gain matrix. In this algorithm the model appears as
a weak constraint. The feedback term changes the dynamical equations and forces the
state variables to fit the observations as well as possible.

In the linear case, i.e. when F and H may be written as matrices F and H, and10

in the absence of noise in the system, nudging is nothing else than the Luenberger
observer (Luenberger, 1966). In this case, and assuming that the observability of the
pair (F,H) holds, there is a class of possible values of K that guarantees the estimator
convergence when t →∞ (Gelb et al., 1974). This should be one possible explanation
why nudging usually works quite well and the converged state is not strongly affected15

by the choice of K. However, when constructing K (which units is s−1), the aim is to
obtain an estimator response faster than the time scale of the studied processes.

The BFN is an iterative algorithm which sequentially solves the forward model equa-
tions with a feedback term to the observations (Eq. 1) and the backward model equa-
tions with an opposite sign for the feedback term. The initial condition of the backward20

integration is the final state obtained after integration of the forward nudging equation.
At the end of each iteration a new estimation of the system’s initial state is obtained.
The iterations are carried out until convergence is reached.

The BFN novelty with respect to conventional nudging methods is the model inte-
gration backward in time. This allows to recover initial conditions as well as to use25

more than once the same observations set. Consequently, the BFN may be seen as
a sub-optimal iterative smoother. The iteration process makes possible the use of gains
relatively weaker than those required by conventional nudging, thus enabling the con-
servation of physical constraints without affecting the estimator response.
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Under the hypothesis of a linear model a variational interpretation is possible. In this
case, if we choose K = kHTR−1, where R is the observation error covariance matrix,
and k is a scalar, the solution of the estimation problem is a compromise between the
minimization of the system’s energy and the minimization of the distance between the
data and the model (Auroux, 2009).5

However, the backward integration is problematic when the model is diffusive or sim-
ply not reversible. In the case of ocean models, there are two main aspects requiring
the inclusion of diffusion: (i) the control of numerical noise, and (ii) the modeling of sub
grid-scale processes, i.e. to parameterize the energy transfer from explicitly resolved
to non-resolved scales. Indeed, diffusion naturally represents a source of uncertainty10

in ocean forecasts, even for the purely forward model, and has been investigated from
the point of view of the optimal control theory in Leredde et al. (1999).

Still with respect to the backward model diffusion, the loss/gain of energy in the
forward integration should be compensated by an increase/decrease of energy in the
correct spectral band, in the backward integration, without affecting numerical stability.15

This would be achieved by considering anti-diffusion (backward integration) followed by
the application of a spectral filter in a similar way to Large Scale Eddy Simulation, or
constructing an order N generalized diffusion operator,

∑N
n=1(−i )n∇n that could provide

the expected response for the length scale of interest and suppress numerical noise.
We are currently investigating both possibilities, but this remains beyond the scope of20

this paper.
Meanwhile in this work, the Diffusive Back and Forth Nudging-DBFN (Auroux et al.,

2011) is used, for which the sign of the diffusion term remains physically consistent and
only the reversible part of the model equations are really solved backward. Practical
consequences of this assumption are analysed in Sect. 4. A similar solution was pro-25

posed by Pu et al. (1997) and Kalnay et al. (2000) to stabilize their Quasi-Inverse Linear
model. All the possible mitigatory solutions just described do not take into account wa-
ter masses transformations resulting from diffusion processes. Indeed, unmixing water
masses in the backward integration would be quite difficult and expensive.
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To describe the DBFN algorithm, let us assume that the time continuous model sat-
isfies dynamical equations of the form:

∂x
∂t

= F (x)+ ν∆x, for 0 < t < T , (2)

with an initial condition x(0) = x0, where F denotes the nonlinear model operator with-5

out diffusive terms, ν is a diffusion coefficient and ∆ represents a diffusion operator. If
nudging is applied to the forward system Eq. (2) it gives:

∂xk

∂t
= F (xk)+ ν∆xk +K(xobs −H(xk)) (3)

xk(0) = x̃k−1(0), 0 < t < T ,
10

where k ∈N≥1 stands for iterations. Nudging applied to the backward system with the
reversed diffusion sign gives:

∂x̃k

∂t
= F (x̃k)− ν∆x̃k −K′(xobs −H(x̃k)) (4)

x̃k(T ) = xk(T ), T > t > 0.
15

The system composed by Eqs. (3) and (4) is the basis of the DBFN algorithm. They
are iterated until convergence.

Therefore, one important aspect of the DBFN algorithm is the convergence criterion.
Ideally, at convergence the nudging term should be null or small comparable to the
other equation terms. Otherwise, when the nudging is switched off, which is the case20

in the forecast phase, the system may return to a state close to the background state
or to a state which is not consistent to the one at convergence. The convergence is
calculated as:

‖xk(t = 0)−xk−1(t = 0)‖
‖xk−1(t = 0)‖

≤ ε, (5)
25
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where ‖•‖ is the L2 norm, and the choice for ε = 0.005 is based on sensitivity tests (not
presented in this article).

According to Y. Brenier (personal communication, 2013), if K′ = K and the forward
and backward limite trajectory are equal, i.e x̃∞ = x∞, then x∞ satisfies the model
equations without the Nudging and diffusion:5

∂x∞
∂t

= F (x∞) (6)

as well as the Poisson equation:

∆x∞ = −K
ν

(xobs −H(x∞)) (7)
10

which represents a smoothing process on the observations for which the degree of
smoothness is given by the ratio ν

K (Auroux et al., 2011).
Therefore, the DBFN provide estimations of the system which are smooth enough to

avoid initialization problems related to the introduction of sparse and noisy observations
into the system, at the same time they satisfy the model equation without diffusion.15

In this study the matrix K is considered as a scalar matrix, i.e. a diagonal matrix with
all its entries equal to a scalar (see Sect. 3.2, Table 1 for more details), and constructed
using Regression Models (RM). Our choice for a diagonal gain is based on the encour-
aging results found by Auroux and Blum (2008) using the BFN with simplified ocean
models. If K is interpreted as the Kalman gain (Gelb et al., 1974), it is diagonal when20

covariances between model variables are ignored and the covariance matrix of the ob-
servation errors is diagonal, the latter being a common assumption in DA applications
(Pham, 2001; Brankart et al., 2010). In this case, only the observed part of the state
space is directly controlled. Nevertheless, corrections of the non-observed variables
are done by the model itself. In the case of a scalar matrix, it is further assumed that25

the error variance is the same for all observed state variables. Concerning regression
models, the algorithm operates in two steps: first the observed variables are updated
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and subsequently the other state variables are calculated using linear regression. The
Partial Least Squares (PLS) regression (Tenenhaus, 1998) is used. The gain K is kept
constant over the assimilation cycles. Our updating scheme can be seen as a rough
approximation of the two steps update for EnKF presented by Anderson (2003).

Partial Least Squares regression (PLS)5

The PLS was first introduced by Wold (1975) to address the problem of econometric
path modeling, and was subsequently adopted for regression problems in chemomet-
ric and spectrometric modeling. In the method description, X ∈Rn×M is considered as
the observed or predictor variables and Y ∈Rn×N as the non-observed or response
variables. In our notation n is the sample size and M and N are respectively the size of10

the state space of X and Y. Besides, X and Y are centered and have the same units.
The PLS regression features two steps: a dimension reduction step in which the pre-
dictors from matrix X are summarized in a small number of linear combinations called
“PLS components”. Then, that components are used as predictors in the ordinary least-
square regression.15

The PLS as well as the principal component regression can be seen as methods to
construct a matrix of p mutually orthogonal components t as linear combinations of X:

T = XW, (8)

where T ∈Rn×p is the matrix of new components ti = (t1i , . . . ,tni)
T, for i = 1, . . . ,p, and20

W ∈RM×p is a weight matrix satisfying a particular optimality criterium.
The columns w 1, . . . ,w p of W are calculated according to the following optimization

problem:

w i = argmaxw {cov(Xw ,Y)2} (9)
25

subject to w
T
i w i = 1 and w

T
i XTXw j = 0 for j = 1, . . . , i −1.
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The PLS estimator B̂PLS is given by:

B̂PLS = W(WTXTXW)−1WTXTY. (10)

An immediate consequence of Eq. (10) is that when W = I the Ordinary Least Squares
solution is obtained.5

The number of components p is chosen from cross-validation. This method involves
testing a model with objects that were not used to build the model. The data set is
divided in two contiguous blocks; one of them is used for training and the other to
validate the model. Then the number of components giving the best results in terms of
mean residual error and estimator variance is sought.10

2.2 Four dimensional variational method – 4DVar

The objective of the variational methods is to minimize a cost function that measures
the distance between the estimated state and the available observations. Let us as-
sume that observations are available at every instant (ti )1≤i≤N . Given a first guess x

b

of the initial state, the 4DVar algorithm will find an optimal initial condition that minimizes15

the distance between the model trajectory and the observations in a given assimilation
window. This optimal state is found by minimizing the following cost function:

J(x0) =
1
2

(x0 −xb)TB−1(x0 −xb)

+
1
2

N∑
i=0

(Hi [M0,i (x0)]−yi )
TR−1

i (Hi [M0,i (x0)]−yi ) (11)
20

where B is the background error covariance matrix and M0,i represents the model
integration from time t0 to time ti . Ri ,Hi and yi are the observations error covariance
matrix, the observation operator and the available observations at time ti , respectively.

The optimal initial state is found by solving:

∇J(xa(t0)) = 0. (12)25
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The calculation of this gradient is done using the adjoint method proposed by Lions
(1971) and brought to the meteorological context by Le Dimet and Talagrand (1986).

If H or M are non-linear, the solution of the problem is not unique, i.e. the functional
Eq. (11) may have multiple local minima, and the minimization procedure may not stop
at the global minimum. To overcome this problem, Courtier et al. (1994) proposed to5

solve a sequence of quadratic problems, expecting this sequence would converge to
the solution of the problem given by Eqs. (11) and (12). This algorithm is called the
incremental 4Dvar. In this case, the cost function will not be minimized with respect
to the initial state but with respect to an increment δx0 defined by x0 = x

b +δx0. The
operators H or M are linearized in a neighborhood of xb as:10

M0,i (x
b +δx0) ≈M0,i (x

b)+M0,iδx0 ∀i (13)

Hi (x
b +δx0) ≈Hi (x

b)+Hiδx0 ∀i (14)

and the new cost function is given by:

J(δx0) =
1
2
δxT

0B−1δx0 +
1
2

N∑
i=0

(HiM0,iδx0 −d i )
TR−1

i (HiM0,iδx0 −d i ) (15)15

where d i = yi −Hi (M0,i (xb)) is called the innovation vector. It is possible that after
some iterations of the minimizer the increments become too large and a new lin-
earization of H and M should be done. This gives rise to what is called the inner
loop and outer loop iterations. The algorithm implemented in NEMO, called NEMOVAR20

(Mogensen et al., 2009), uses this technics. See below a simplified description of this
algorithm:

– Initialization: x0
0 = x

b

– While k ≤ kmax or ‖δxa,k
0 ‖ > ε (Outer Loop)

25

Do
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– d
k
i = yi −Hi (M0,i (x

k
0))

– Search the δxa,k
0 that minimizes (Inner Loop):

J(δxk
0) =

1
2

(δxk
0)TB−1(δxk

0)

+
1
2

N∑
i=0

(HiM0,iδx
k
0 −dk

i )TR−1
i (HiM0,iδx

k
0 −dk

i )
5

– x
k+1
0 = x

k
0 −δxa,k

0 .

The B matrix used in this study was built following Weaver et al. (2005). In this
formulation the matrix is decomposed as B = GΛTCΛGT, where G is a multivariate
balance operator, Λ is a diagonal matrix of error variance, for which the climatological
variances are the entries, and C is a univariate correlation matrix modeled using the10

generalized diffusion equation. The balance operator is meant to propagate information
from the observed variable to the non-observed variables. It is composed by a set of
linear and non-linear relationships between the state variables such as the geostrophic
balance and some temperature and salinity constraints, for example. The matrix R is
diagonal.15

3 Ocean model and experimental set-up

The ocean model used in this study is the ocean component of NEMO (Nucleus for
European Modeling of the Ocean; Madec, 1996). This model is able to represent
a wide range of ocean motions, from the basin scale up to the regional scale. Cur-
rently, it has been used in operational mode by the French Mercator Océan group20

(http://www.mercator-ocean.fr) and the European Center for Medium Range Weather
Forecast (ECMWF).
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The model solves six prognostic equations, namely the momentum balance, the hy-
drostatic equilibrium, the incompressibility equation, the heat and salt conservation
equations and a nonlinear equation of state which couples the two tracers to the fluid
fields. In this study, a linear free surface formulation is used along with the approach
developed by Roullet and Madec (2000) to filter out the external gravity waves.5

Equations are discretized using spherical coordinates in a Arakawa C grid. The
model advances in time using a leap-frog scheme for all terms except for the ver-
tical diffusive terms, which are treated implicitly. At every time step the model uses
a Robert-Asselin (RA) temporal filter to damp the computational mode. The leap-frog
scheme followed by the RA filter leads to a first order temporal scheme (Willians, 2009).10

Spatial discretization uses a centered second order formulation for both the advective
and the diffusive terms.

Since Sea Surface Height (SSH) is one of the most informative ocean observa-
tion and is the variable to be assimilated in our experiments, it is particularly inter-
esting to look at the model’s pressure gradient formulation. As the free surface for-15

mulation is used, the pressure at a given point (x,y ,Z ,t) is given by p(x,y ,Z ,t) =∫Z
0 gρ(x,y ,z,t)dz+ρ0gη(x,y ,t), where η is the free surface and describes the pertur-

bation of pressure in relation to geopotential height Z = 0. Thus, p is the sum of the
hydrostatic pressure and the surface pressure (depth independent).

While the hydrostatic part depends directly on the density field distribution, the free20

surface evolves according to:

∂η
∂t

= −∇h(DUh)+E − P

Uh =
1
D

0∫
−D

uhdz, (16)

where D is the water depth, E − P is the evaporation-precipitation balance, uh is the25

horizontal components of the velocity field and ∇h is the divergence operator restricted
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to the horizontal plane. In our experiments, the evolution of η depends only on the di-
vergence of the vertically integrated velocities since the E − P balance is set to zero.
Equation (16) shows that resolving the vertical structure of the velocity field given ob-
servations of η is an underdetermined problem.

Analytical and numerical studies as well as direct observations have shown that5

most of the ocean variability corresponds to motions associated to the barotropic and
the first baroclinic modes (Wunsch, 1997). This fact has been usually used to constrain
DA solutions to the space spanned by these modes. This may be done by using an it-
erative procedure in which water masses are re-distributed on the vertical (Cooper and
Haines, 1996), by ensemble methods which statistically capture these modes (Gavart10

and De Mey, 1997) or by explicitly restricting the minimization of cost functions similar
to that given by Eq. (11) to the space spanned by theses modes.

Therefore, one question to be addressed in this study is: if nudging is applied to the
free surface height, which corresponds to directly control the barotropic mode, are the
baroclinic fields also satisfactorily corrected?15

3.1 Ocean model configuration

The double gyre configuration, extensively used to study jet instabilities (Chassignet
and Gent, 1991; Primeau, 1998; Chang et al., 2001), meso and submeso-scale dy-
namics (Levy et al., 2010) and data assimilation methods (Molcard et al., 2004; Krysta
et al., 2011; Cosme et al., 2010), is used for the present study. The double gyre config-20

uration simulates the ocean middle latitude dynamics and has the advantage of being
simple, when compared to real applications, but still considering full dynamics and
thermodynamics.

In our experiments we use a homogeneous horizontal grid with a 25 km resolution
and a vertical resolution ranging from 100 m near the upper surface to 500 m near25

the bottom. The bottom topography is flat and the lateral boundaries are closed and
frictionless. The only forcing term considered is a constant wind stress of the form τ =
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(τ0 cos
(

2π(y−y0)
L

)
,0), where y is the latitude geographic coordinate with y0 = 24◦ and

y0 ≤ y ≤ 44◦, L = 20◦ and τ0 = −0.1N m−2. Horizontal diffusion/viscosity are modeled
by a bilaplacian operator meanwhile a laplacian operator is used in the vertical. They
all use constant coefficients in time and space: νu,v

h = −8×1010 m4 s−1 and νu,v
v = 1.2×

10−4 m2 s−1 for the momentum equations and νt,sh = −4×1011 m4 s−1 and νt,sv = 1.2×5

10−5 m2 s−1 for temperature and salinity. The initial condition is similar to that used by
Chassignet and Gent (1991) and consists of a homogeneous salinity field of 35 psu
and a temperature field created to provide a stratification which has a first baroclinic
deformation radius of 44.7 km. Velocity and pressure fields are initially set to zero.

This double gyre configuration is currently used as the NEMO data assimilation10

demonstrator and as the experimentation and training platform for data assimilation
activities (Bouttier et al., 2012). Concerning this article, the model was integrated for
70 years, in order to reach the statistical steady state. Afterwards, ten years of free
model run were performed, that were used to calculate the regression models and
then two additional years were finally completed to be used as the truth, from which15

the observations were extracted.

3.2 Data assimilation configuration

This study addresses five main aspects of the DBFN: (i) sensitivity to the length of the
assimilation window, (ii) sensitivity to the model diffusion coefficients, (iii) effects of the
number of iterations, (iv) importance of the nudging gain structure and (v) impact of20

spatial and temporal observations distribution on the performance.
A first set of experiments, summarized in Table 1 and presented in Sect. 5.1, are

designed to cover the first three main aspects. The data used are daily SSH fields
available at every grid point and perturbed with a Gaussian white noise with a signal-to-
noise ratio of 20%. The SSH assimilation at every grid point would be similar to assim-25

ilate gridded products such as those produced by AVISO (www.aviso.oceanobs.com)
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as done by Zavala-Garay et al. (2012). The difference in this case is that the observa-
tion errors may be correlated and in our case they are independent. The nudging gain
is a scalar chosen to be strong enough to control the model errors but without being
the dominant term of the equations.

More specificaly, in order to assess the BFN performance with respect to the length5

of the assimilation window (Sect. 5.1.1) five assimilation windows were tested: 2, 5, 10,
20 and 30 days. For each configuration, two different values for the diffusion coefficients
were considered. The default value and a reduced value chosen on basis of Sect. 4 re-
sults. The results produced with the reduced diffusion are presented in Sect. 5.1.2. The
effects of the number of iterations are analysed in Sect. 5.1.3 by comparing the results10

produced using the convergence criterion to those limiting the number of iterations to
two.

In Sect. 5.2 the last two main aspects are analysed. In Sect. 5.2.1 the experiment
ssh_10d_rd, which assimilates the SSH observations employing a 10 days assimilation
window and a reduced diffusion coefficient, is compared to an experiment employing15

the same configuration but with the nudging gain K based on the PLS regression mode.
In this case small increments produced by the regression model are propagated by
the non-linear model forward and backward. Afterwards in Sect. 5.2.2, the impacts
of the K structure is assessed, when observations are available every four days and
subsequently, in Sect. 5.2.3 it is considered that every four days a sampling similar to20

the Jason-1 satellite is available. In this case the results produced by the DBFN are
compared to the ones produced by the 4Dvar.

When the gain K is diagonal and with daily observations, a linear interpolation of
observations is used to make observations available at every time step. In the case
where observations are available every four days, a linear weighting function that de-25

creases to zero in two days is used to weight the gain K while using the last available
observation. When the PLS is considered no weighting function is used.

As we only work with simulated data (extracted from a reference trajectory), the
methods’ performance is assessed by analyzing the global relative error calculated as
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‖x−xtrue‖
‖xtrue‖ . For the 3-dimensional fields the relative error for each layer is also presented.

With this approach, the performance of each experiment can be analysed with respect
to the vertical structure.

4 The backward integration without nudging: practical aspects

The backward model uses exactly the same numerical scheme as the forward model.5

Since most of the model is solved using centered finite differences, the inverse version
of the discretized model is similar to the discrete version of the inverse continuous
model. The only distinction between the forward and the backward model is the change
in the sign of the diffusive terms when stepping backwards, this making the backward
integration stable. If this is not taken into account the model blows up after a few days.10

Reversing the diffusion sign in the backward model is a numerical artifact and being
so its effects should be carefully analysed. In this section, the backward integration
accuracy is studied, as well as its sensitivity with respect to the choice of the diffusion
coefficient. The errors are analysed calculating the L2 error norm at the end of one
forward-backward integration relative to a typical one day model variation:15

Rerror =
‖x(0)− x̃(0)‖

< ‖x(t+∆t)−x(t)‖ >
(17)

where ∆t = 1 day and the brackets represent the empirical mean.
Figure 1 shows the global error, Rerror, for different window sizes. The errors grow

linearly with the window size for all variables. Temperature is the most affected variable,20

followed by sea level and velocities. Temperature errors exceed 18 times a typical one-
day variation for the 30 days experiment and 1.2 times for the 2 days. The use of
reduced diffusion/viscosity coefficients reduces the errors to 6.8 and 0.16 times the
one-day variation for 30 and 2 days experiments, respectively. Velocities errors were
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reduced by 50% for 30 days and 85% for 2 days, while ssh errors were reduced by
60 and 88% for 30 and 2 days, respectively.

As shown on Fig. 2 velocity and temperature errors are depth-dependent. Whereas
for velocity they are larger at the surface and decrease with depth, for temperature they
are larger in the thermocline. In the cases for which the forward-backward integrations5

use the same diffusion/viscosity coefficients as in the reference simulation, the temper-
ature errors at thermocline depths exceed 3 times the typical one day variation for the
5 days experiments and reaches 15 times for 20 days experiments. Considering the
velocities, errors are proportional to 4 one-day variations for the 5 days experiment and
to 8 one-day variations for the 20 days experiments. For time windows of 10, 20 and 3010

days, velocities at the thermocline depths start to be influenced by temperature errors.
Furthermore, reduction of the diffusion/viscosity coefficients greatly reduced the er-

rors especially in the thermocline for the temperature and at the surface for the velocity.
It can be noted that when the diffusion coefficient is decreased the errors converge to
a limit. This limit changes with respect to the window length and should be related to15

the diffusion required to stabilize the numerical method, which is of second order in
our case, and hence oscillatory. Therefore, there is a compromise between the errors
induced by the extra diffusion and errors due to spurious oscillations.

Numerical errors were assessed by changing the model time step from 900s to 90s.
The resulting errors (not shown) do not change, suggesting that the errors induced by20

the diffusion are dominant. On the one hand, this is important because the complete
rewriting of the model’s code can be difficult, similarly to the adjoint model programming
used by the 4Dvar, but on the other hand if the assimilation cannot control the diffusion
errors it may represent a fundamental problem of the method when it is applied to
non-reversible geophysical systems such as the ocean.25

Figure 3 shows the spatial structures of the sea level error for the 10 days experiment.
The errors are highly variable in space, being larger along the main jet axis. This is
probably due to the fact that the backward integration smooths the gradients and so
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the largest errors are found near the fronts. Therefore, the errors structures may be of
high variability in space and time since they are state dependent.

Figure 4 shows the surface kinetic energy spectrum calculated from the experiment
employing the reference diffusion coefficient and a reduced diffusion coefficient. The
backward integration introduces an extra diffusion, coarsening the effective model res-5

olution, which is defined as the portion of the spectra for which there is a change in the
spectrum slope. In the reference simulation the effective model resolution is estimated
to be 190 km, which is coherent with the ≈ 7×∆x estimation of Skamarock (2004).

The longer the time window the greater the portion of the spectra affected. For the
experiment employing the reference diffusion coefficient, the divergence between the10

true spectra and the spectra obtained from the backward integration is observed at
126, 314 and 627 km for 5, 10 and 20 days experiments, while for the experiments
considering a reduced diffusion coefficient there is almost no differences for the 5 days
experiment, and the divergence is observed at 126 and 314 km for the 10 and 20 days
experiments. If on the one hand using the reduced diffusion helps to keep the energy15

distribution coherent with the true distribution, on the other hand it creates noise in the
range of 126 to 25 km. This confirms that there is a trade-off between the errors due to
the excessive smoothing and the errors due to high frequency numerical modes.

The spectral differences may be due to two things: first due to the modified energy
flux between the different scales, which is verified by a change of the spectrum slope20

especially at high wave number, and second due to the smoothing of the large scale
gradients.

In this section we have seen that there are large backward-errors induced by over-
diffusion. Therefore, short time windows with reduced diffusion coefficients would be
preferable to be used in DA experiments. Two regions have to be cautiously analyzed:25

the surface and the thermocline. Surface layers are prone to feature errors due to their
role on the wind energy dissipation while at the thermocline strong density gradients
contribute to high diffusion rates.
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It has been observed that diapycnal mixing (i.e. mixing between two isopycnal sur-
faces) are several order of magnitude smaller than mixing within an isopycnal layer.
NEMO is a Z coordinate model and the diffusion operators are split into vertical and
horizontal components. This means that the problem of unrealistic diapycnal mixing,
due to horizontal Z layers intersecting isopycnal plans, is even more pronounced due5

to the iterations. Therefore, the use of diffusion operators acting along isopycnals can
be of great interest along with using the DBFN.

In the next section data assimilation ability to control the errors induced by diffusion
is assessed as well as the consequences of these errors on the assimilation system
configuration.10

5 Data assimilation results

5.1 Experiments with scalar nudging coefficients

5.1.1 Sensitivity to the DA window length

Following the results presented in the previous sections, the results concerning the
sensitivity test of the DBFN to the choice of the DA window are presented, but this time15

including the nudging term. Thus, the considered primary aspect is whether the use of
a diagonal nudging gain is sufficient to control the backward model in the presence of
anti-diffusion. In this case, control was achieved using an unrealistic observation net-
work combined with strong nudging and for short time periods (≤ 20 days). Indeed, the
noise induced by anti-diffusion can potentially damage the mass field since it induces20

large rates of spurious dyapicnal mixing.
Figure 5 shows the zonal velocity and the temperature errors for the DBFN experi-

ments assimilating the SSH. The experiments were integrated for 160 days, and five
different DA windows (2, 5, 10, 20 and 30 days) were considered. All experiments used
the same nudging gain and the same convergence criterion.25
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For all experiments the DBFN reduces the initial error by more than 60% for the
dynamical variables and by more than 30% for the temperature. Long assimilation win-
dows produce better results for the beginning of the experiments (first 30 days), which
is a consequence of the asymptotic behavior of the algorithm, but using a short assim-
ilation window is preferable at long term. The latter may be verified in Table 2, which5

presents the mean initial and final condition errors calculated for the entire experiments.
Moreover, for all cases the temperature error is not asymptotically stable, and starts

to grow after 100 days. The experiment divergence is especially large for long assimila-
tion windows due to the cumulative effect of the diffusion-induced errors. This is further
amplified in our experiments since our model does not consider any heat source and10

therefore the balance between the downward heat diffusion and the upward cold water
advection, which is responsible to the maintenance of the thermocline, is disturbed.
Also, the results prove the difficulty of controlling the diffusion-induced errors by only
assimilating SSH observations.

Futhermore, as observed by Reynolds and Palmer (1998) examining the accuracy15

of a backward tangent linear quasi-geostrophic model, the backward model spectrum
whithout nudging may have lower error growth rates than the forward model when
the diffusion sign is reversed, as in our case, explaining the good performance of the
DBFN at the beginning of the experiments for all state variables. To explain the long
term divergence, we call attention to the fact that in the absence of observations the20

DBFN produces fields that satisfy the Laplace equation, i.e it produces homogeneous
fields which is obviously not desired.

In real applications, the SSH is assimilated together with vertical temperature pro-
files and/or sea surface temperature. Including the vertical profiles is enough to control
the temperature drift observed in this section. Another possibility which is successfully25

applied in Sect. 5.2.3 is to estimate the temperature from the SSH using regression
models.
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5.1.2 Sensitivity to the diffusion coefficient

In the last section it was shown that even with nudging the backward error is quite large.
To study the DBFN sensitivity to the model diffusion coefficient, the experiments from
Sect. 5.1.1 are repeated but use the diffusion coefficients that gave the best results
showed in Sect. 4.5

By comparing Tables 2 and 3, it is evident that the use of a reduced diffusion im-
proves the state estimation for all variables and window sizes. For instance, Figs. 5
and 6 reveal that after 160 days of the experiments and considering an assimilation
window of 10 days, the velocity error is almost 45% smaller when considering a re-
duced diffusion.10

Again, it seems to be preferable to consider short assimilation windows. The velocity
errors are stable and smaller for 5 and 10 days windows. For the temperature, the
shorter the assimilation window, the smaller the errors. They also initially decrease
but start to grow after 100 days, excepted for the 2 days window. This confirmes the
importance of the cumulative effect of the diffusion-induced errors.15

Reducing the diffusion coefficient modifies the model singular spectrum. For this rea-
son we compare in the Table 4 the forecast error growth rate for the experiments em-
ploying the reference and the reduced diffusion coefficients. For almost all experiments
the growth rate is smaller when using the reference diffusion coefficient.

This finding supports the discussion of the last section about the backward model20

accuracy. If on the one hand, a reduced diffusion improves the backward model ac-
curacy, on the other hand the error growth rate, both in forward and backward, may
increase, leading to large forecast errors. This happens because all singular values of
the model increase as dissipation is decreased (Reynolds and Palmer, 1998).

A simple solution, but not tested here, would be to use distinct diffusion coefficients in25

the forward and backward integrations. Furthermore, the convex character of the error
curves is pronounced for long assimilation windows and reduced diffusion experiments,
revealing the importance of the unstable portion of the spectrum for both the forward
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and the backward integrations. This pattern was also observed by examining the error
evolution as iterations are performed (not shown).

5.1.3 Effects of the number of iterations and the control of the ocean vertical
structure

Two new sets of experiments have been created using a reduced diffusion and assim-5

ilating the SSH. For the first, the number of iterations is limited to two while for the
second the convergence criterion is more restrictive (ε = 0.001) and iterations are lim-
ited to 50. Starting from the latter, Fig. 7 shows that if only one assimilation cycle is
considered, more iterations results in more accurate initial condition with respect to the
dynamical variables. For the temperature, the estimation starts to diverge after 8, 1010

and 20 iterations for the 30, 20 and 10 days assimilation window respectively. In addi-
tion, the 10 days window has the smaller velocity error after convergence. However, as
already noted in Sect. 5.1.1 the system diverges when several assimilation cycles are
considered, regardless the assimilation window used.

Considering the convergence criterion ε = 0.005, the DBFN converges quite fast (2–15

3 iterations) for all experiments. Significant differences are observed for the first three
assimilation cycles for which much more iterations (7–20) are required. As shown in
Fig. 7, the number of iterations for the first assimilation cycle depends on the length of
the assimilation window. A long assimilation window leads to a faster convergence in
terms of iterations. Nonetheless considering the computational cost, the short assimi-20

lation window would be preferable since the gain from reducing the number of iterations
is not large enough to offset the computational cost of using longer assimilation win-
dows.

When convergence is reached, the errors are different and vary with the variables,
e.g. for the SSH the 2 days window provides the best result while for the zonal veloc-25

ity and temperature the 20 and 10 days windows performed better, respectively. The
apparent lack of pattern of the observed errors for different data assimilation windows
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shown in the Fig. 7 must be related to the precision with which we estimate the mass
field, and its influence in the estimation of the tridimensional velocity field.

In the case of two iterations (Fig. 8), no tendency is observed for the temperature
errors for windows shorter than 20 days. However, velocity errors are larger than the
errors obtained using the convergence criterion. When analyzing only the first assim-5

ilation window, the best results were obtained with the 30 days experiment, although
it is the 10 days window followed by the 5 and 2 days one that produced the best
mean initial conditions, see Table 3. The best results observed for the longer assimi-
lation window is a consequence of the asymptotic character of the Nudging method.
Therefore, the longer the assimilation window, the smaller the error. The same is not10

observed when several assimilation cycles are considered due to the diffusive aspect
of the DBFN. Again, we recall that the Eq. (7) shows that in the absence of observa-
tions the DBFN solution at convergence will be a homogenous field. This explains the
observed problems in estimating temperature especially for long assimilation windows
and restrictive convergence criterions.15

These results suggest that there is a trade-off between considering long assimila-
tion windows that permit the use of the non-linearities and the correction of the errors
projecting onto the stable subspace, and the errors due to diffusion. The presented ex-
periments clearly indicate that for the observation network we have been considering
the 10 days window fulfills this criterion. Therefore, in the following sections only the 1020

days window is considered.
The vertical error structure is shown in Figs. 9 and 10 for the first and last assimilation

cycle. The errors are reduced especially at the upper layers including the thermocline.
This suggests that the model reproduced the appropriate dynamics since the ther-
mocline dynamics is mainly controlled by the first baroclinic mode and recalling that25

assimilating the SSH is a direct control of the barotropic mode. The increase of tem-
perature errors after 100 days is observed at depths where stratification is stronger,
confirming the influence of diffusion in these errors structures. For the velocity, there
is an increase of the error at depths larger than 1500m. This may happen because

1098

http://www.nonlin-processes-geophys-discuss.net
http://www.nonlin-processes-geophys-discuss.net/1/1073/2014/npgd-1-1073-2014-print.pdf
http://www.nonlin-processes-geophys-discuss.net/1/1073/2014/npgd-1-1073-2014-discussion.html
http://creativecommons.org/licenses/by/3.0/


NPGD
1, 1073–1131, 2014

Numerical
experiments with the

DBFN

G. A. Ruggiero et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

at this depth velocities may be preferably baroclinic and our nudging scheme corrects
the barotropic mode, and/or because the excessive smoothing of the horizontal density
gradients alters the velocity fields by changing the thermal wind balance and therefore
the baroclinic velocities.

5.1.4 Conclusions5

In this section we have seen that a relatively short assimilation window (≤ 10 days)
along with a reduced diffusion coefficient has to be preferably used with the DBFN,
confirming the results presented in Sect. 4. Concerning the velocities, Figs. 2 and 10
show that nudging the SSH reduces the errors exactly where diffusion errors are larger,
i.e. at the upper ocean. Controlling the deep ocean by assimilating only SSH is quite10

a difficult task. At this point we cannot make conclusions about the nature of the re-
maining errors, i.e. if they are caused by diffusion or if the SSH is not a good predictor
for the deep ocean. This discussion continues in the Sect. 5.2.1 where the results pro-
duced by the regression models are discussed.

It can also be concluded that in the absence of a dense observational network, (e.g.15

sampling the ocean 3-dimensional structure), more complex gains, K, which correct
the non-observed variables are needed. This is mostly due to the diffusive character of
the algorithm. In order to consider this aspect, the use of gains based on regression
models are analyzed in the following Sect. 5.2.

5.2 The Hybrid DBFN20

In this section the importance of the nudging gain structure under different observation
network is analysed. This is done by comparing experiments using a diagonal K and
a K constructed using the PLS regression model. The experiments are summarized in
Table 5.
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5.2.1 Daily gridded SSH observations

In this section the experiments ssh_10d_rd and ssh_10d_rd_it2, which assim-
ilates daily SSH fields with reduced diffusion coefficients and the experiments
ssh_10d_rd_uv and ssh_10d_rd_it2_uv are compared. Their configuration are simi-
lar but with K constructed using the PLS regression model to correct velocity with SSH5

increments. This choice is based on results not presented in this article that show that
good estimates of the velocities implies good estimates of the temperature field, and on
the fact that the SSH is better correlated with the velocity field than with temperature.

The use of the regression model improves the estimation of all model variables when
only two iterations were considered (Fig. 11). When the convergence criterion was10

used, the velocity errors are smaller for the first 4 DA cycles, after which the pure
DBFN errors become slightly smaller than those of the experiment using the regres-
sion. Temperature estimation is also improved. This may be related to the amelioration
of the upper ocean velocities.

The vertical structure of the velocity error for the day 1 and for the day 130 is anal-15

ysed (Fig. 12) in terms of the Root Mean Squared Error and by decomposing the ver-
tical error into empirical orthogonal functions (EOF). This decomposition shows what
kind of errors remains after the assimilation step. For all experiments the first mode
accounts for more than 90% of the error variance and represents an error which has
the same sign over all depths. More specifically, the velocities over most of the domain20

are underestimated, showing again the importance of the model diffusion in extracting
energy from the system. Independently of the matrix K used, after two iterations the
surface velocities have higher errors than the deep ocean velocities. As iterations are
performed the surface errors decrease faster than the deep errors. The gain K con-
structed using the PLS is clearly more effective in reducing the surface errors than25

the diagonal K. However due to the increasing vertical variance of the PLS estimator,
the deep ocean structures are degraded as iterations are performed. This is especially
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important in the regions where the dynamic is more intense, which indirectly means
where the increments are bigger.

The similarity of the EOF modes between the experiments using a diagonal gain and
that using the PLS indicates that both methods correct the model in the same way. The
PLS advantage is its efficiency in improving the upper ocean estimation with respect to5

the DBFN, which is specially important when less iterations are considered. However,
the PLS is not so efficient as the DBFN in reducing the deep ocean errors. This proves
the DBFN skill in estimating the dynamical variables when gridded observations of
SSH are available. Nevertheless, the improvement of the deep ocean velocities would
require direct observations of this region, since the SSH does not appears to be a good10

predictor of this region.

5.2.2 Temporal data sparsity: gridded SSH obs. available every 4 days

In this section the experiments presented above have been reproduced but with ob-
servations available every 4 days (see experiments ssh4_10d_rd_uv, ssh4_10d_rd,
ssh4_10d_rd_it2_uv and ssh4_10d_rd_it2 in Table 5). Temporal sparsity is in general15

a great challenge for nudging methods since they usually correct the observed vari-
ables but nothing is done with respect to the non-observed part of the state vector.

Figure 13 shows the results with and without the use of the regression model. In
this case the errors of the experiments using the PLS regression are 40% smaller for
the velocities, 60% for the SSH and 15% for the temperature. Once again, using only20

2 iterations is beneficial to keep the temperature errors stable. However, as shown
in Fig. 12, iterations are responsible for the correction of the upper ocean velocities,
resulting in better initial conditions and a more stable predictive step.

Therefore, we have seen that the use of Ks accounting for corrections of the non-
observed part of the state vector is mandatory in situations where the observational25

network is poor, as it is the case in real ocean applications.
The results presented in the previous sections are used in the following part to con-

figure an experiment that uses a more realistic observation network.
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5.2.3 Intercomparisons

In this section we assume that every four days an observation network simulating
Jason-1 satellite sample is available. In addition, to validate the results produced by
the DBFN, a comparison with the 4Dvar method is presented. Also, the temperature
is included in the regression model. This makes the comparison with the 4Dvar more5

equitable, since the non-observed variables in 4Dvar are estimated by considering the
multivariate balance operator G (see Sect. 2.2).

First the minimization performance of the 4Dvar implementation is analysed. Fig-
ure 14 shows the reduction of the cost function gradient for the first assimilation cycle.
4Dvar takes 26 iterations to approximately achieve the optimality condition ∇J = 0. This10

represents 3 times the number of iterations required by the DBFN+PLS to converge,
i.e., after which the errors cease to decrease. Moreover, the 4Dvar numerical cost is
more than 3 times the DBFN+PLS cost since one execution of the adjoint model costs
four times the cost of the direct model in terms of CPU time.

Figure 15 shows the relative error for the control experiment (without assimilation),15

an experiment using the direct nudging with PLS regression (ONDG), the DBFN+PLS
and a 4Dvar. The DBFN+PLS experiment error is stable throughout the experiment
while for ONDG and 4Dvar errors stop decreasing after 100 and 200 days, respectively.
This is a benefit of the iterations performed by the DBFN when model and data are
quite different. Among the experiments conducted, the DBFN+PLS produced the best20

results for all variables, except for the zonal velocity, for which the 4Dvar has slightly
smaller errors. The ONDG also showed good performance, but with mean errors larger
than the DBFN+PLS and 4Dvar mean errors. Also, it has initialization problems that
can be identified in the Fig. 15 as large oscillations after each assimilation step.

In terms of vertical error (Fig. 16), the DBFN+PLS and the ONDG performed better25

for the upper ocean than the 4Dvar. Clearly, the PLS also corrects the deep ocean
velocity, but less accurately than the 4Dvar. The first error mode is the barotropic one,
i.e. it has the same sign over all depths, and accounts for 97% of the error variability for
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4Dvar, 96 and 93% for DBFN+PLS and ONDG, respectively. Although the first mode
is the barotropic one for all methods, it is important to note that the 4Dvar barotropic
mode is out of phase with respect to the PLS barotropic mode. This reflects the better
performance of the 4Dvar for the deep ocean and the better performance of the PLS
for the upper ocean.5

The second mode, which accounts for almost all the remaining variability, has a sign
inversion with depth and is found especially over the main axis of the jet. In this region
the deep ocean velocities are overestimated due to spurious covariances between
the SSH and the deep ocean velocities. Therefore, the first mode variability produced
by the ONDG and the DBFN+PLS confirms the role of iterations in improving the10

baroclinic fields.
The way both methods correct the model depends on the B matrix in the 4Dvar

algorithm and on the latent structures in the DBFN+PLS. It means that results may
be different if their calculation is changed. The main aspect of the results is that with
a method which is easier to implement and cheaper to execute we can produce results15

which are at least equivalent to 4Dvar. Also, it is shown that iterations is an important
aspect of the method. Iterations compensate for the lack of a priori information on the
model errors as well as filter out noise in observations. The latter must be connected
to the diffusive character of the algorithm. Moreover, the iterations allows us to put
information from the observations into the model, without causing initialization prob-20

lems since the nudging gain is relatively weak in relation to the dominant term of the
equations.

6 Conclusions and perspectives

This study used the NEMO general circulation model and the double gyre configuration
to investigate the Diffusive Back and Forth Nudging performance under different con-25

figurations of the data assimilation window, nudging gains and observations network,
as well as to compare the DBFN with the 4Dvar.
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It has been shown that the reliability of the backward integration should be care-
fully examined when the BFN/DBFN is applied to non-reversible systems. This should
support the choice of the assimilation window and identify whether the available obser-
vations are sufficient to control the errors induced by the non-reversible terms of the
model equations. In this article we have shown that the DBFN can be used for ocean5

data assimilation despite the low accuracy of the backward integration. Improving the
backward integration would further improve the DBFN performance and make possible
the use of longer assimilation windows.

The use of scalar gains in the DBFN requires high spatial and temporal availabil-
ity of data, otherwise, the method does not bring significant improvements due to the10

model inefficiency in spreading the observation information and hence the impossibility
of controlling the diffusion errors. In the case of sparse data, complex functions are
necessary to propagate the information from the data to the non-observed variables
and to regions of the domain that are not observed. In this work, these functions were
constructed using the PLS latent structures resulting from the process of maximizing15

the covariance between the observed variables and the variables to be estimated. In
our implementation the PLS model does not vary temporally which makes the method
less computationally demanding. Notably, the iterations are responsible for giving a dy-
namic character to the solution since the increments are propagated using the nonlin-
ear model.20

Our results show that the DBFN can produce results comparable with 4Dvar using
lower computational power. This is because DBFN demands less iterations to converge
and because one iteration of 4Dvar corresponds to one integration of the tangent linear
model, one integration of the adjoint model, which costs four times more than one
standard model integration, plus the cost of minimizing the cost function, while the25

DBFN costs twice the integration of the nonlinear model.
The twin experiment framework is favorable to the perfect model assumption used

by our 4Dvar. However, the 4Dvar had difficulties to fit the SSH observations avail-
able in one assimilation window. This is observed especially at the beginning of the
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experiment, when the background state is far from the observations. This can be an
indicator of conditioning problems. The DBFN, however, does not suffer from this kind
of problem; the errors on the dynamical variables reach their asymptotic values after
the first assimilation cycle.

Finally, it appears that the DBFN algorithm is worth being further explored both on5

theoretical and practical aspects, especially those related to the optimization of the
matrix K and applications to a more realistic configuration.
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Table 1. Summary of the experiments presented in Sect. 5.1. The symbol "_xxd" states for
the length of the data assimilation window in days, i.e. ssh_10d_dd refers to an experiment
assimilating SSH, using a 10 days DA window and default diffusion coefficients. In the Table
“xx” may take the values: 2, 5, 10, 20 and 30.

K (s−1) νu,v
h (m4 s−1) νt,sh (m4 s−1) convergence Assim. Variables

ssh_xxd_dd 1.5×10−4 −8×1010 −4×1011 0.5% SSH
ssh_xxd_rd 1.5×10−4 −8×109 −4×1010 0.5% SSH
ssh_xxd_rd_2it 1.5×10−4 −8×109 −4×1010 2 it SSH
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Table 2. Summary of the mean relative initial and final condition errors obtained from the DBFN
experiments employing the reference diffusion and assimilating daily SSH observations. AW is
the Assimilation window. e0 and ef are the mean initial and final errors, respectively.

AW SSH U V T

e0 ef e0 ef e0 ef e0 ef

2d 0.0341 0.0613 0.2872 0.2891 0.3974 0.3815 0.0129 0.0129
5d 0.0369 0.0574 0.3138 0.3085 0.4503 0.4014 0.0137 0.0136
10d 0.0493 0.0649 0.3368 0.3279 0.5266 0.4175 0.0147 0.0142
20d 0.0760 0.0940 0.3558 0.3298 0.6649 0.4995 0.0159 0.0147
30d 0.1025 0.1312 0.3666 0.3473 0.7472 0.5840 0.0166 0.0149
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Table 3. Summary of the mean relative initial and final condition errors obtained from the DBFN
experiments employing a reduced diffusion and assimilating daily SSH observations. AW is the
Assimilation window. For each AW the top lines represent the experiments considering only 2
iterations and the bottom line the experiments considering ε = 0.0005. e0 and ef are the mean
initial and final errors, respectively.

AW SSH U V T

e0 ef e0 ef e0 ef e0 ef

2d 0.0505 0.0926 0.3142 0.3269 0.4272 0.4488 0.0118 0.0119
0.0299 0.0595 0.2495 0.2590 0.3577 0.3755 0.0117 0.0117

5d 0.0412 0.0911 0.2958 0.3219 0.3993 0.4432 0.0116 0.0118
0.0166 0.0373 0.2153 0.2194 0.2877 0.2927 0.0119 0.0119

10d 0.0401 0.0944 0.2854 0.3204 0.3904 0.4454 0.0116 0.0117
0.0278 0.0412 0.2321 0.2243 0.3233 0.2801 0.0123 0.0122

20d 0.0608 0.1132 0.3130 0.3372 0.4644 0.4776 0.0119 0.0118
0.0486 0.0685 0.2694 0.2517 0.4768 0.3724 0.0131 0.0126

30d 0.0815 0.1266 0.3403 0.3489 0.5643 0.5254 0.0124 0.0119
0.0668 0.1078 0.2911 0.3035 0.5907 0.5153 0.0138 0.0130
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Table 4. Summary of the mean error growth rate obtained from the DBFN experiments as-
similating daily SSH observations. AW is the Assimilation window. For each AW the top lines
represent the experiments considering the reference diffusion coefficient and the bottom lines
the experiments considering a reduced diffusion coefficient.

AW SSH U V T

2d 1.3580 0.0926 −0.7921 0.0001
1.4812 0.4711 0.8863 0.0023

5d 0.4115 −0.1055 −0.9784 −0.0036
0.4152 0.0823 0.0985 −0.0001

10d 0.1554 −0.0884 −1.0919 −0.0050
0.1336 −0.0782 −0.4319 −0.0014

20d 0.0901 −0.1302 −0.8269 −0.0058
0.0998 −0.0885 −0.5218 −0.0026

30d 0.0954 −0.0644 −0.5439 −0.0054
0.1367 0.0415 −0.2515 −0.0027
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Table 5. Summary of the experiments presented in Sect. 5.2.

convergence Assim. Variables Regressed Var.

ssh_10d_rd_uv 0.5% daily full SSH field UV
ssh_10d_rd_it2_uv 2 it daily full SSH field UV

ssh4_10d_rd_uv 0.5% every 4 days full SSH field UV
ssh4_10d_rd 0.5% every 4 days full SSH field –
ssh4_10d_rd_it2_uv 2 it every 4 days full SSH field UV
ssh4_10d_rd_it2 2 it every 4 days full SSH field –

DBFN+PLS 0.5% every 4 days Jason1-like SSH UVT
ONDG direct every 4 days Jason1-like SSH UVT
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Fig. 1: Errors of the initial condition after one forward-backward model integration perfectly initial-

ized and without nudging. Red curves were obtained using the same diffusion coefficients used in the

reference experiment (νu,vh =−8×1010m4/s and νt,sh =−4×1011m4/s) and magenta curves were

obtained using reduced diffusion (νu,vh =−8×109m4/s and νt,sh =−8×1010m4/s). The abscissa

represents the size of the time window.

As shown on Fig. 2 velocity and temperature errors are depth-dependent. Whereas for velocity407

they are larger at the surface and decrease with depth, for temperature they are larger in the ther-408

mocline. In the cases for which the forward-backward integrations use the same diffusion/viscosity409

coefficients as in the reference simulation, the temperature errors at thermocline depths exceed 3410

times the typical one day variation for the 5 days experiments and reaches 15 times for 20 days ex-411

periments. Considering the velocities, errors are proportional to 4 one-day variations for the 5 days412

experiment and to 8 one-day variations for the 20 days experiments. For time windows of 10, 20 and413

30 days, velocities at the thermocline depths start to be influenced by temperature errors.414

14

Figure 1. Errors of the initial condition after one forward-backward model integration perfectly
initialized and without nudging. Red curves were obtained using the same diffusion coeffi-
cients used in the reference experiment (νu,v

h = −8×1010 m4 s−1 and νt,sh = −4×1011 m4 s−1)

and magenta curves were obtained using reduced diffusion (νu,v
h = −8×109 m4 s−1 and νt,sh =

−8×1010 m4 s−1). The abscissa represents the size of the time window.

1116

http://www.nonlin-processes-geophys-discuss.net
http://www.nonlin-processes-geophys-discuss.net/1/1073/2014/npgd-1-1073-2014-print.pdf
http://www.nonlin-processes-geophys-discuss.net/1/1073/2014/npgd-1-1073-2014-discussion.html
http://creativecommons.org/licenses/by/3.0/


NPGD
1, 1073–1131, 2014

Numerical
experiments with the

DBFN

G. A. Ruggiero et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Fig. 2: Vertical errors of the initial condition after one forward-backward model integration without

nudging. Each color refers to an experiment performed using the diffusion coefficient indicated in

the figures legend. Top panel: temperature errors; bottom panel: zonal velocity errors. The time

window is indicated in the title of each figure.

Furthermore, reduction of the diffusion/viscosity coefficients greatly reduced the errors especially415

in the thermocline for the temperature and at the surface for the velocity. It can be noted that when416

the diffusion coefficient is decreased the errors converge to a limit. This limit changes with respect to417

the window length and should be related to the diffusion required to stabilize the numerical method,418

which is of second order in our case, and hence oscillatory. Therefore, there is a compromise be-419

tween the errors induced by the extra diffusion and errors due to spurious oscillations.420

15

Figure 2. Vertical errors of the initial condition after one forward-backward model integration
without nudging. Each color refers to an experiment performed using the diffusion coefficient
indicated in the figures legend. Top panels: temperature errors; bottom panels: zonal velocity
errors. The time window is indicated in the title of each figure.
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Numerical errors were assessed by changing the model time step from 900s to 90s. The resulting421

errors (not shown) do not change, suggesting that the errors induced by the diffusion are domi-422

nant. On the one hand, this is important because the complete rewriting of the model’s code can be423

difficult, similarly to the adjoint model programming used by the 4Dvar, but on the other hand if424

the assimilation cannot control the diffusion errors it may represent a fundamental problem of the425

method when it is applied to non-reversible geophysical systems such as the ocean.426

Figure 3 shows the spatial structures of the sea level error for the 10 days experiment. The errors427

are highly variable in space, being larger along the main jet axis. This is probably due to the fact that428

the backward integration smooths the gradients and so the largest errors are found near the fronts.429

Therefore, the errors structures may be of high variability in space and time since they are state430

dependent.431

Fig. 3: Sea level errors after one forward-backward model integration. The time window is of 10

days.

Figure 4 shows the surface kinetic energy spectrum calculated from the experiment employing the432

reference diffusion coefficient and a reduced diffusion coefficient. The backward integration intro-433

duces an extra diffusion, coarsening the effective model resolution, which is defined as the portion434

of the spectra for which there is a change in the spectrum slope. In the reference simulation the435

effective model resolution is estimated to be 190km, which is coherent with the ≈ 7∗∆x estimation436

of Skamarock (2004).437

The longer the time window the greater the portion of the spectra affected. For the experiment438

employing the reference diffusion coefficient, the divergence between the true spectra and the spec-439

tra obtained from the backward integration is observed at 126, 314 and 627km for 5, 10 and 20 days440

experiments, while for the experiments considering a reduced diffusion coefficient there is almost441

no differences for the 5 days experiment, and the divergence is observed at 126 and 314km for the442

10 and 20 days experiments. If on the one hand using the reduced diffusion helps to keep the en-443

ergy distribution coherent with the true distribution, on the other hand it creates noise in the range444

of 126km to 25km. This confirms that there is a trade-off between the errors due to the excessive445

smoothing and the errors due to high frequency numerical modes.446

16

Figure 3. Sea level errors after one forward-backward model integration. The time window is of
10 days.
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Fig. 4: Kinetic energy mean power spectra calculated using the first layer velocity fields. Black

curves represent the “true“ initial condition power spectra; Red curves represent the power spectra

calculated after one forward-backward iteration without the nudging term and employing the refer-

ence diffusion coefficient; Magenta curves represent the power spectra calculated after one forward-

backward iteration without the nudging term and employing a reduced diffusion coefficient. Top left:

5 days assimilation window. Top right: 10 days assimilation window. Bottom: 20 days assimilation

window. In the bottom abscissa the ticklabels stand for longitudinal wave-number (rad/m) while in

the top abscissa the ticklabels stand for the corresponding wavelengths in km units.

The spectral differences may be due to two things: first due to the modified energy flux between447

the different scales, which is verified by a change of the spectrum slope especially at high wave448

number, and second due to the smoothing of the large scale gradients.449

In this section we have seen that there are large backward-errors induced by over-diffusion. There-450

fore, short time windows with reduced diffusion coefficients would be preferable to be used in DA451

experiments. Two regions have to be cautiously analyzed: the surface and the thermocline. Surface452

layers are prone to feature errors due to their role on the wind energy dissipation while at the ther-453

mocline strong density gradients contribute to high diffusion rates.454

It has been observed that diapycnal mixing (i.e. mixing between two isopycnal surfaces) are sev-455

17

Figure 4. Kinetic energy mean power spectra calculated using the first layer velocity fields.
Black curves represent the “true” initial condition power spectra; Red curves represent the
power spectra calculated after one forward-backward iteration without the nudging term and
employing the reference diffusion coefficient; Magenta curves represent the power spectra cal-
culated after one forward-backward iteration without the nudging term and employing a reduced
diffusion coefficient. Top left panel: 5 days assimilation window. Top right panel: 10 days assimi-
lation window. Bottom panel: 20 days assimilation window. In the bottom abscissa the ticklabels
stand for longitudinal wave-number (rad m−1) while in the top abscissa the ticklabels stand for
the corresponding wavelengths in km units.
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Fig. 5: Relative errors of the zonal velocity (top) and the temperature (bottom) for the experiments

listed in table 1 which assimilates SSH using the convergence criterion and the reference diffusion

coefficient.

Futhermore, as observed by Reynolds and Palmer (1998) examining the accuracy of a backward490

tangent linear quasi-geostrophic model, the backward model spectrum whithout nudging may have491

lower error growth rates than the forward model when the diffusion sign is reversed, as in our case,492

explaining the good performance of the DBFN at the beginning of the experiments for all state493

variables. To explain the long term divergence, we call attention to the fact that in the absence of ob-494

servations the DBFN produces fields that satisfy the Laplace equation, i.e it produces homogeneous495

fields which is obviously not desired.496

In real applications, the SSH is assimilated together with vertical temperature profiles and/or sea497

19

Figure 5. Relative errors of the zonal velocity (top panel) and the temperature (bottom panel)
for the experiments listed in Table 1 which assimilates SSH using the convergence criterion
and the reference diffusion coefficient.
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Fig. 6: Relative errors of the zonal velocity (top) and the temperature (bottom) for the experiments

listed in table 1 which assimilates SSH using the convergence criterion and the reduced diffusion

coefficient.

5.1.3 Effects of the number of iterations and the control of the ocean vertical structure528

Two new sets of experiments have been created using a reduced diffusion and assimilating the SSH.529

For the first, the number of iterations is limited to two while for the second the convergence criterion530

is more restrictive (ε= 0.001) and iterations are limited to 50. Starting from the latter, Fig.7 shows531

that if only one assimilation cycle is considered, more iterations results in more accurate initial532

condition with respect to the dynamical variables. For the temperature, the estimation starts to533

diverge after 8, 10 and 20 iterations for the 30, 20 and 10 days assimilation window respectively. In534

21

Figure 6. Relative errors of the zonal velocity (top panel) and the temperature (bottom panel)
for the experiments listed in Table 1 which assimilates SSH using the convergence criterion
and the reduced diffusion coefficient.

1121

http://www.nonlin-processes-geophys-discuss.net
http://www.nonlin-processes-geophys-discuss.net/1/1073/2014/npgd-1-1073-2014-print.pdf
http://www.nonlin-processes-geophys-discuss.net/1/1073/2014/npgd-1-1073-2014-discussion.html
http://creativecommons.org/licenses/by/3.0/


NPGD
1, 1073–1131, 2014

Numerical
experiments with the

DBFN

G. A. Ruggiero et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

addition, the 10 days window has the smaller velocity error after convergence. However, as already535

noted in section 5.1.1 the system diverges when several assimilation cycles are considered, regardless536

the assimilation window used.537

Fig. 7: Variation of the initial condition relative errors with respect to the iterations for the experiment

assimilating daily gridded SSH fields. The circles represent the results obtained using the standard

convergence criterion, ε= 0.005, and the continous lines obtained with a more restrictive criterion

ε= 0.001.

Considering the convergence criterion ε= 0.005, the DBFN converges quite fast (2-3 iterations)538

for all experiments. Significant differences are observed for the first three assimilation cycles for539

which much more iterations (7-20) are required. As shown in Fig. 7, the number of iterations for the540

first assimilation cycle depends on the length of the assimilation window. A long assimilation win-541

dow leads to a faster convergence in terms of iterations. Nonetheless considering the computational542

cost, the short assimilation window would be preferable since the gain from reducing the number of543

iterations is not large enough to offset the computational cost of using longer assimilation windows.544

When convergence is reached, the errors are different and vary with the variables, e.g. for the SSH545

the 2 days window provides the best result while for the zonal velocity and temperature the 20 days546

and 10 days windows performed better, respectively. The apparent lack of pattern of the observed er-547

rors for different data assimilation windows shown in the Fig. 7 must be related to the precision with548

which we estimate the mass field, and its influence in the estimation of the tridimensional velocity549

field.550

22

Figure 7. Variation of the initial condition relative errors with respect to the iterations for the
experiment assimilating daily gridded SSH fields. The circles represent the results obtained
using the standard convergence criterion, ε = 0.005, and the continous lines obtained with
a more restrictive criterion ε = 0.001.
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Fig. 8: Relative errors of the zonal velocity and the temperature for the experiments listed in Ta-

ble 1 which assimilates SSH using only two iterations. All experiments have used reduced diffusion

coefficients.

In the case of two iterations (Fig. 8), no tendency is observed for the temperature errors for win-551

dows shorter than 20 days. However, velocity errors are larger than the errors obtained using the552

convergence criterion. When analyzing only the first assimilation window, the best results were ob-553

tained with the 30 days experiment, although it is the 10 days window followed by the 5 and 2 days554

one that produced the best mean initial conditions, see table 3. The best results observed for the555

longer assimilation window is a consequence of the asymptotic character of the Nudging method.556

Therefore, the longer the assimilation window, the smaller the error. The same is not observed when557

several assimilation cycles are considered due to the diffusive aspect of the DBFN. Again, we recall558

23

Figure 8. Relative errors of the zonal velocity and the temperature for the experiments listed
in Table 1 which assimilates SSH using only two iterations. All experiments have used reduced
diffusion coefficients.
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that the Eq. (7) shows that in the absence of observations the DBFN solution at convergence will be559

a homogenous field. This explains the observed problems in estimating temperature especially for560

long assimilation windows and restrictive convergence criterions.561

These results suggest that there is a trade-off between considering long assimilation windows562

that permit the use of the non-linearities and the correction of the errors projecting onto the stable563

subspace, and the errors due to diffusion. The presented experiments clearly indicate that for the564

observation network we have been considering the 10 days window fulfills this criterion. Therefore,565

in the following sections only the 10 days window is considered.566

The vertical error structure is shown in Figs. 9 and 10 for the first and last assimilation cycle. The567

errors are reduced especially at the upper layers including the thermocline. This suggests that the568

model reproduced the appropriate dynamics since the thermocline dynamics is mainly controlled by569

the first baroclinic mode and recalling that assimilating the SSH is a direct control of the barotropic570

mode. The increase of temperature errors after 100 days is observed at depths where stratification is571

stronger, confirming the influence of diffusion in these errors structures. For the velocity, there is an572

increase of the error at depths larger than 1500m. This may happen because at this depth velocities573

may be preferably baroclinic and our nudging scheme corrects the barotropic mode, and/or because574

the excessive smoothing of the horizontal density gradients alters the velocity fields by changing the575

thermal wind balance and therefore the baroclinic velocities.576

Fig. 9: Vertical relative error of the zonal velocity and the temperature for the experiments

ssh 10d dd (default), ssh 10d rd (red diff) and ssh 10d rd 2it (red diff it2). The data refers to the

identified initial conditions of the first assimilation cycle.

24

Figure 9. Vertical relative error of the zonal velocity and the temperature for the experiments
ssh_10d_dd (default), ssh_10d_rd (red diff) and ssh_10d_rd_2it (red diff it2). The data refers
to the identified initial conditions of the first assimilation cycle.
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Fig. 10: Vertical relative error of the zonal velocity and the temperature for the experiments

ssh 10d dd (default), ssh 10d rd (red diff) and ssh 10d rd 2it (red diff it2). The data refers to the

identified initial conditions of the last assimilation cycle.

5.1.4 Conclusions577

In this section we have seen that a relatively short assimilation window (≤ 10 days) along with578

a reduced diffusion coefficient has to be preferably used with the DBFN, confirming the results579

presented in Sect 4. Concerning the velocities, Figs. 2 and 10 show that nudging the SSH reduces580

the errors exactly where diffusion errors are larger, i.e. at the upper ocean. Controlling the deep581

ocean by assimilating only SSH is quite a difficult task. At this point we cannot make conclusions582

about the nature of the remaining errors, i.e. if they are caused by diffusion or if the SSH is not583

a good predictor for the deep ocean. This discussion continues in the Sect 5.2.1 where the results584

produced by the regression models are discussed.585

It can also be concluded that in the absence of a dense observational network, (e.g. sampling the586

ocean 3-dimensional structure), more complex gains, K, which correct the non-observed variables587

are needed. This is mostly due to the diffusive character of the algorithm. In order to consider this588

aspect, the use of gains based on regression models are analyzed in the following Sect 5.2.589

5.2 The Hybrid DBFN590

In this section the importance of the nudging gain structure under different observation network is591

analysed. This is done by comparing experiments using a diagonal K and a K constructed using592

the PLS regression model. The experiments are summarized in Table 5.593

25

Figure 10. Vertical relative error of the zonal velocity and the temperature for the experiments
ssh_10d_dd (default), ssh_10d_rd (red diff) and ssh_10d_rd_2it (red diff it2). The data refers
to the identified initial conditions of the last assimilation cycle.
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5.2.1 Daily gridded SSH observations594

In this section the experiments ssh 10d rd and ssh 10d rd it2, which assimilates daily SSH fields595

with reduced diffusion coefficients and the experiments ssh 10d rd uv and ssh 10d rd it2 uv are596

compared. Their configuration are similar but with K constructed using the PLS regression model597

to correct velocity with SSH increments. This choice is based on results not presented in this article598

that show that good estimates of the velocities implies good estimates of the temperature field, and599

on the fact that the SSH is better correlated with the velocity field than with temperature.600

The use of the regression model improves the estimation of all model variables when only two601

iterations were considered (Fig. 11). When the convergence criterion was used, the velocity errors602

are smaller for the first 4 DA cycles, after which the pure DBFN errors become slightly smaller than603

those of the experiment using the regression. Temperature estimation is also improved. This may be604

related to the amelioration of the upper ocean velocities.605

Fig. 11: Relative errors of zonal velocity and temperature for the experiments ssh 10d rd (red curve)

and ssh 10d rd it2 (dashed red curve) and their equivalents but with the gain matrix K constructed

using PLS regression (balck curves).

The vertical structure of the velocity error for the day 1 and for the day 130 is analysed (Fig. 12) in606

26

Figure 11. Relative errors of zonal velocity and temperature for the experiments ssh_10d_rd
(red curve) and ssh_10d_rd_it2 (dashed red curve) and their equivalents but with the gain
matrix K constructed using PLS regression (black curves).
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Figure 12. (a) and (c): Root Mean Squared errors of zonal velocity for the experiments
ssh_10d_rd (red curve) and ssh_10d_rd_it2 (dashed red curve) and their equivalents but with
the matrix K constructed using PLS regression (black curves). (b) and (d): first EOF mode
calculated with the zonal velocity error. Top/bottom panels are results of the 1◦/130◦ day of the
experiment.
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Fig. 13: Relative errors of zonal velocity and temperature for the experiments ssh 10d rd (red curve)

and ssh 10d rd it2 (dashed red curve) and their equivalents but with the matrix K constructed using

PLS regression (balck curves).

Therefore, we have seen that the use of Ks accounting for corrections of the non-observed part of638

the state vector is mandatory in situations where the observational network is poor, as it is the case639

in real ocean applications.640

The results presented in the previous sections are used in the following part to configure an exper-641

iment that uses a more realistic observation network.642

5.2.3 Intercomparisons643

In this section we assume that every four days an observation network simulating Jason-1 satellite644

sample is available. In addition, to validate the results produced by the DBFN, a comparison with645

the 4Dvar method is presented. Also, the temperature is included in the regression model. This646

makes the comparison with the 4Dvar more equitable, since the non-observed variables in 4Dvar are647

estimated by considering the multivariate balance operator G (see Sect 2.2).648

First the minimization performance of the 4Dvar implementation is analysed. Figure 14 shows649

29

Figure 13. Relative errors of zonal velocity and temperature for the experiments ssh_10d_rd
(red curve) and ssh_10d_rd_it2 (dashed red curve) and their equivalents but with the matrix K
constructed using PLS regression (black curves).
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the reduction of the cost function gradient for the first assimilation cycle. 4Dvar takes 26 iterations650

to approximately achieve the optimality condition ∇J = 0. This represents 3 times the number of651

iterations required by the DBFN+PLS to converge, i.e., after which the errors cease to decrease.652

Moreover, the 4Dvar numerical cost is more than 3 times the DBFN+PLS cost since one execution653

of the adjoint model costs four times the cost of the direct model in terms of CPU time.654

Fig. 14: Figure shows the gradient of the cost function after each inner iteration (left) and the reduc-

tion of the relative error for zonal velocity for the experiment ssh4j 10d rd uvt (right).

Figure 15 shows the relative error for the control experiment (without assimilation), an experi-655

ment using the direct nudging with PLS regression (ONDG), the DBFN+PLS and a 4Dvar. The656

DBFN+PLS experiment error is stable throughout the experiment while for ONDG and 4Dvar errors657

stop decreasing after 100 and 200 days, respectively. This is a benefit of the iterations performed658

by the DBFN when model and data are quite different. Among the experiments conducted, the659

DBFN+PLS produced the best results for all variables, except for the zonal velocity, for which the660

4Dvar has slightly smaller errors. The ONDG also showed good performance, but with mean errors661

larger than the DBFN+PLS and 4Dvar mean errors. Also, it has initialization problems that can be662

identified in the Fig. 15 as large oscillations after each assimilation step.663

30

Figure 14. Figure shows the gradient of the cost function after each inner iteration (left) and
the reduction of the relative error for zonal velocity for the experiment ssh4j_10d_rd_uvt (right).
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(a)

(b)

(c)

Fig. 15: The figure shows errors of the SSH (a), the zonal velocity (b) and the temperature (c). Each

curve correspond to a different experiment, see table 5 for more details.
31Figure 15. The figure shows errors of the SSH (a), the zonal velocity (b) and the tempera-

ture (c). Each curve correspond to a different experiment, see Table 5 for more details.
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In terms of vertical error (Fig. 16), the DBFN+PLS and the ONDG performed better for the upper664

ocean than the 4Dvar. Clearly, the PLS also corrects the deep ocean velocity, but less accurately665

than the 4Dvar. The first error mode is the barotropic one, i.e. it has the same sign over all depths,666

and accounts for 97% of the error variability for 4Dvar, 96% and 93% for DBFN+PLS and ONDG,667

respectively. Although the first mode is the barotropic one for all methods, it is important to note that668

the 4Dvar barotropic mode is out of phase with respect to the PLS barotropic mode. This reflects the669

better performance of the 4Dvar for the deep ocean and the better performance of the PLS for the670

upper ocean.671

The second mode, which accounts for almost all the remaining variability, has a sign inversion672

with depth and is found especially over the main axis of the jet. In this region the deep ocean veloc-673

ities are overestimated due to spurious covariances between the SSH and the deep ocean velocities.674

Therefore, the first mode variability produced by the ONDG and the DBFN+PLS confirms the role675

of iterations in improving the baroclinic fields.676

(a) (b) (c)

Fig. 16: (a) RMS of vertical zonal velocity and first (b) and second (c) eof error modes calculated

using forecast from day 200 to day 720.

The way both methods correct the model depends on the B matrix in the 4Dvar algorithm and677

on the latent structures in the DBFN+PLS. It means that results may be different if their calculation678

is changed. The main aspect of the results is that with a method which is easier to implement679

and cheaper to execute we can produce results which are at least equivalent to 4Dvar. Also, it is680

shown that iterations is an important aspect of the method. Iterations compensate for the lack of a681

priori information on the model errors as well as filter out noise in observations. The latter must682

32

Figure 16. (a) RMS of vertical zonal velocity and first (b) and second (c) of error modes calcu-
lated using forecast from day 200 to day 720.

1131

http://www.nonlin-processes-geophys-discuss.net
http://www.nonlin-processes-geophys-discuss.net/1/1073/2014/npgd-1-1073-2014-print.pdf
http://www.nonlin-processes-geophys-discuss.net/1/1073/2014/npgd-1-1073-2014-discussion.html
http://creativecommons.org/licenses/by/3.0/

