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Abstract. Some features, such as vortex structures often obthe polar cap that is a “mirror” on a reduced space scale of
served through a wide spread of spatial scales, suggest thétte magnetospheric plasma motion. It is now well accepted
ionospheric convection is turbulent and complex in nature.that the most important parameter, which drives the dynam-
Here, applying concepts from information theory and com-ical processes in the magnetosphere-ionosphere system and
plex system physics, we firstly evaluate a pseudo Shannothe ionospheric convection pattern configuration, is the In-
entropy, H, associated with the polar cap potential obtainedterplanetary Magnetic Field (IMF), whose orientation with
from the Super Dual Auroral Radar Network (SuperDARN) respect to the Earth’s magnetic field is crucial for the amount
and, then, estimate the degree of disorder and the degree of energy, momentum and plasma particles that can penetrate
complexity of ionospheric convection under different Inter- the magnetospheric cavity. When a quasi steady Bk 0
planetary Magnetic Field (IMF) conditions. The aforemen- component is present (southward IMf), reconnection is
tioned quantities are computed starting from time series otthought to take place at the subsolar magnetopause, creating
the coefficients of the 4th order spherical harmonics expanepen field lines which are dragged towards the tail, where
sion of the polar cap potential for three periods, characterisedhey reconnect again, pushing plasma back to the dayside
by: (i) steady IMFB; > 0, (ii) steady IMFB, <0 and (ii)a  magnetosphere along the flanks: the ionospheric convection
double rotation from negative to positive and then positive tois organised in a two-cell pattern, where plasma is flowing
negativeB,. A neat dynamical topological transition is ob- antisunward at high latitudes in the polar cap, and sunward
served when the IMBB, turns from negative to positive and at lower latitudes (Dungey convection cycle: el3ungey

vice versa, pointing toward the possible occurrence of an or1961). When IMF is dominated by &, > 0 component
der/disorder phase transition, which is the counterpart of thgnorthward IMFB,), reconnection is favoured tailward of the
large scale convection rearrangement and of the increase gfolar cusps: now the open field lines are pushed sunward by
the global coherence. This result has been confirmed by apthe magnetic tension, and again a double cell pattern should
plying the same analysis to a larger data base of about twentgppear in the polar caps, but in this case plasma flows sun-
days of SuperDARN data, allowing to investigate the role of ward at very high latitudes and antisunward at lower latitudes
IMF B, too. (e.g.Burke et al, 1979 Huang et al.2000. Reconnection in

the tail can always occur due to the substorm cycle or unbal-
anced reconnection processes in the far tail, giving rise to one
or more convection cells in the nightside even for northward
IMF B.; moreover, viscous processes at the magnetopause
High-latitude ionospheric convection is the result of direct can produce elongated convecthn cells in the dusk and dawn
coupling between the solar wind and the Earth’s magneto—'onOSphere' that can be more evident when the Dungey con-

; e ; tion cycle for southward IMBB; is not established (e.g.
sphere. The magnetospheric electric fields map down in the/C . ) <
ionosphere giving rise to a motion of ions and electrons inAXford and Hines1961 Cowley and Lockwood1992. In

the E x B direction: this results in a multi-cell pattern in summary, the ionospheric conyectlon for nolrthward sl :
is far less homogeneous than in the opposite case, showing

the emergence of more than two convection cells due to sev-
Correspondence td: Coco eral different competing mechanisms. The scheme is further
BY (igino.coco@ifsi-roma.inaf.it) complicated by the IMFB, component, which acts on the
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symmetry of the convection patterns, rotating the cell sys-the separatrix between unreconnected and reconnected field
tem towards dawn or dusk according to the sigBefin the lines (e.g.Chisham et a).2008 and references therein).

limit of |By| > | B;| usually only one big convection cell is Recently, several authors studied ionospheric convection
observed (e.gReiff and Burch 1985 Gosling et al. 199Q in the framework of complex systems, using SuperDARN
Ruohoniemi and Greenwal@996 20095. data. Among othersAbel et al. (2009 found that turbu-

On the other hand, evidences exist that the Earth’s maglent features typical of the solar wind are present in the high-
netosphere/ionosphere can be viewed as a physical systefatitude ionosphere in regions where open field lines map,
operating in a non-equilibrium dynamical state and display-and that the degree of intermittency is controlled by the IMF
ing dynamical complexity (e.ggharma and Kay2005 Con- clock angle, whileParkinson(2006 2008 found a complex
solini et al, 2008. Following Chang et al(2006, dynam-  scaling of the convection velocity fluctuations in the F-region
ical complexity can be defined as “a phenomenon exhibitedonosphere.
by a nonlinear interacting dynamical system within which  |n this paper we aim at extending the idea of global first
multitudes of different sizes of large scale coherent struc-order phase transition to the magnetosphere-ionosphere cou-
tures are formed, resulting in a global nonlinear stochastigled system, by evidencing the emergence of coherence and
behavior for the dynamical systems, which is vastly differentself-organisation in the high-latitude ionosphere during the
from what could be surmised from the original dynamical increase of magnetospheric convection. For that purpose, we
equations”. In other words, complexity often shows up aswill concentrate on large scale features of ionospheric con-
the tendency of a non equilibrium system to display a cer-vection, such as vortices and cell-like convection patterns,
tain degree of spatio-temporally coherent features resultingvhose configuration is modulated by the IMF, and will use
from the competition of different basic spatial patterns play- concepts taken from information theory applied to the polar
ing the role of interacting subunits. It is important to remark cap potential, in order to build up a measure of complexity
that complexity requires the occurrence of nonlinearities andn the way already followed bghiner et al(1999 andCon-
the intertwining of order and disordeNicolis and Nicolis  solini et al.(2009. In particular, we aim at quantifying the
2007 and that it is generally related to the emergence of self-spatial complexity of the polar cap potential and its depen-
organisation in open systemslimontovich, 1991, 1996. dence on the orientation of the IMF.

In the last two decades, the evidence of large scale co- The paper is structured as follows: in S&tin the frame-
herence and multiscale nature of magnetospheric dynamicgork of information theory and complexity, we will define
was clearly recognised in different ways, analysing both thea pseudo Shannon entropy, the time dependent disorder
low-dymensional behaviour of the large scale dynamics ancjegree,A(r), and the Second Order Complexity Measure,
the turbulent and critical nature of the small scale processes';;; in Sect.3 the Ruohoniemi and Bake1999 technique
(e.9.Chang 1992 Consolini et al. 1996 Klimas et al, 1996 for obtaining the polar cap potential will be described in
Sharma and Kaw2009. In particular, the emergence of some more detail, and the application of the information the-
large scale coherence during magnetic substorms was intery concepts to the SuperDARN data will be introduced; in
preted and modelled in terms of first-order phase transitionsect.4 we will first show the results for a couple of case stud-
in out-of-equilibrium dynamical systemSinov et al,2000 jes where the IMF is steadily southward/northward directed,
200]). The increase of coherence during magnetospheriaind a case study where IME. is varying throughout the
disturbed periods is the signature of the emergence of longevent (Sect4.1), evidencing how ordered/disordered config-
range space-time correlation, and, to some extent, of larg@rations are concentrated in periods of southward/northward
scale self-organisation. IMF and how complexity shows up in “intermediate” states;

The Super Dual Auroral Radar Network (SuperDARN, then, in Sect4.2, we will analyze a larger data base of about
Greenwald et a.1995 Chisham et a).2007) is nowadays  twenty days of SuperDARN data during February 2002, en-
one of the most important instruments to reconstruct anccompassing all possible IMF configurations and investigat-
monitor the high-latitude ionospheric convection. The Su-ing the effect of IMF B, on the emergence of complexity.
perDARN radars measure the Doppler shift of field-aligned Conclusions are drawn in Seét.
density irregularities in the ionosphere which drift follow-
ing the motion of the ambient plasma. The line of sight ve-
locities of each radar are combined together using a tech2 Shannon entropy and complexity: a brief
nique described iRuohoniemi and Bakef1998, allow- introduction
ing to reconstruct the isocontours of the Polar Cap Poten-
tial (PCP), which is closely related to the energy transferAs shown in several contexts, the investigation of complex
from the solar wind to the magnetosphere and the ionospherdynamics may benefit from the application of concepts de-
systems. A number of studies have now demonstrated thateloped in the framework ahformation theorye.g.Haken
the maximum variations of the PCP on the dayside and or2004 Nicolis and Nicolis 2007). Indeed, the information
the nightside are equivalent to the reconnection rates, i.etheory methods, based on probability theory and statistics
the rate of transfer of magnetic flux across unit length ofconcepts, allow a different approach to the dynamics of
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complex systems, characterised by a multitude of interactprobability of E; and denoted by f&j}. It is to be non-
ing scales, approach which is able to extract and charachegative and such that{Ei} + P{Ez}+...=1 Further-
terise some common and universal features of complex sysmore, the assumption qgf;’s as relative statistical weights
tems. For instance, Shannon entropy, mutual information anaf spectral densities in different frequency domains is quite
transfer entropy have been successfully applied to investicommon also in the investigation of self-organisation in far-
gate the occurrence of phase transitions in several dynamicdtom-equilibrium open systems (elglimontovich, 1995.
complex systems, ranging from the flocking modélicks In the following of this paper, we will replace the prob-

et al, 2007, to physiology Quian Quiroga et al2000, to abilities in Eq. () by the relative weights of given eigenfunc-
the solar cycle $ellg 2000 2003 Consolini et al. 2009, tions of an observablay;, so as to build an analogue of the
to the evolution of the geomagnetic fielbg Santis et al.  Shannon entropy, that we call pseudo Shannon entipy,
2004, to magnetospheric dynamic€l{en et al.2008 De BecauseH attains its maximum valugf " = log,(N), for

Michelis et al, 2011). a uniform distribution (i.e. the case af; = 1/N, whereN
One of the major results of information theory surely is the number of eigenfunctions considered), the definition
stands on the concept offormation entropy originally in- of the following normalised quantity turns to be helpful in

troduced by Claude Shanno8Hannon1948 and for this ~ comparing different configurations of a dynamical system:
reason also nameshannon entropyT his quantity is defined

as follows: A= H =_ L ZN:w-Iog (w;) 2
N | max |ng(N) pt ! 2\ )5
Si=- ;pi l0gz(pi). @ which can attain values in the intervi@, 1].

Because the minimum and maximum valuesrbtorre-
wherep; is the probability of observing a certain state (con- spond to the two extreme situations of monochromatic (sin-
figuration or value) over a set o¥ possible states (con- gle mode) spectras{like distribution ofw;) and flat spec-
figurations or values). In the framework of signal analy- tra (uniform distribution with equiprobable;), the values
sis the Shannon entropy;, represents the average amount A =0 and A =1 can be associated with maximum order
of code length needed to encode a randomly chosen valuend maximum disorder of the system described by the given
However, it can be considered as a measure of the inforeigenfunctions. The quantitg was originally introduced
mation/uncertainty content in a certain distribution of statesby Landsberg(1978 (see alsd_andsberg 1984 and pro-
(configurations or values). Furthermore, on the basis of thevides a measure of the degree of disorder. From definition
definition given in Eqg. 1), the Shannon entropys;, takes  of Eq. (2) it follows that a measure of order (degree of or-
its largest valueS|™® = log, N in the case of equiprobable der) isQ=1— A. Because in the case of a nonequilibrium
distributions p; = 1/N) and its smallest valu@}“"1 =0 for system a measure of the distance from equilibrium is pro-
s—like distributions. The Shannon entrogy,, also satisfies vided by the quantityS — Seq (Ebeling and Klimontovich
all the properties of additivity and convexity, required by a 1984 Klimontovich, 1995 1996, whereS and Seq are the
properly defined entropy. entropies of the nonequilibrium and of the equilibrium states

Although the original concept of Shannon entropy was respectively, and because in statistical thermodynamics the
introduced to characterise the information content of a sestate of maximum entropy is the equilibrium one, it follows
quence of discrete and independent random variables havingat 2 = (Seq— S)/Seq really represents a measure of order
N possible outcomes; (i =1,..., N) with associated proba- in terms of normalised distance from equilibrium.
bilities p;, in the course of the years the definition of Shan- Several attempts have been made in the past in or-
non entropysS; has been also extended to those situationsder to characterise the degree of complexity and/or self-
in which the quantitiep; are not probabilities of outcomes organisation in non-equilibrium systems. Among the wide
but statistical and/or relative weights of an observable (e.gvariety of definitions, one particularly simple and easy to
Quian Quiroga et al.200Q Sello, 200Q De Santis et al. compute was introduced blyandsberg and Shing1998
2004. For instanceQuian Quiroga et al(2000 defined  andShiner et al(1999. This complexity measure;yy, is
p; as the normalised spectral density at the frequengy defined as
i/.v%igﬁt: S(w;)/)_; S(w;i), which is analogous to a relative M=A-Q=A(l—A)=Q(1-9). 3)

The application of Shannon entropy to the case of statiswhich is a special case of more general complexity mea-
tical weights relies on the mathematical definition of proba- suresI'yg = A*QP. According to the above definition, the
bility in terms of a positive defined Lebesgue meagufd) complexity measurd’y1 implies that a non-vanishing level
normalised to 1. For instance, in the Feller’s bo&leller, of complexity is possible only in nonequilibrium systems
1970, page 22, we read:Given a discrete sample space with some less than maximal ordSHiner et al.1999. Al-
£ with sample point€1, E2, . . ., we shall assume that though to a first reading one could conclude that all the re-
with each pointE; there is associated a number, called quired information on the complex nature of the observed
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phenomenon is contained in the degree of disoiefor

equivalently in the degree of ord@) this is not correct. In- o
deed, one way to define complexity is that it mainly arises ;

. ' 2 : . - ®O,9;t) = A, CO By Sin * 5
in those situations where there is a certain competition be- ©.¢:0) ;mzzzo( I COS®) + By SIN(mp)) ®)
tween order and disorder. This is the reason for defining as «P™ (cos6))

a measure of complexity the product of order and disorder, ! '

order. In this framework, the measure of compleXity and  that the quantity ¢/, |>= (A2 + B2 ) are representative of

the disorder measure provide complementary information. - the variance (mean square value) associated with the compo-
We remark that according to the definition6f1, the same nent{l,m} (Lowes 1966. Of course, in principld varies
degree of complexity can be found for situations in which thefrom 0 up tooo in Egs. @) and 6), but in practice the ex-
degree of disorder or that of order dominates. However, thepansion is truncated to a finite ordér, The coefficients are

emerging of complexity achieves a different meaning in thegya|yated through a least square fit of the function:
two situations. Thus, a better characterization of the complex

nature of the system arises from the specification of its state , X 1 . 2
inthe{A,T'11}-space. X" = Z—Z[V[l] -K[i1—=W;1%, (6)

i=19i
whereW; ando; are the measured values of the velocity and
their standard deviations in tleth grid cell as defined above,
while V[i] are the actual vector velocities to be calculated re-
O[nembering thaV = (E x B)/B2 in a quasi collisionless high
altitude ionospherex{ 300 km, where most of SuperDARN
backscatter comes from), akd= —V @, with E andB being
the ionospheric electric field and the Earth’s magnetic field,
respectively. The scalar product in E§),(means that the
vectorV[i] has to be projected along the directiGhwhere
W; has been measured. It has been demonstrated that, evenin
e presence of quite wide spatial gaps in the data, if the data
stribution is uniform through the pattern, the model data do
%ot affect very much the final result, and the overall patterns
are really dominated by the measured da&hagpherd and

3 Data analysis methodology

SuperDARN radars work in “common” operating mode for
most of the time, which means that they are synchronize
over the whole polar cap, giving one- and two-minutes time
series of the line-of-sight (l.0.s.) ionospheric convection ve-
locity as a function of magnetic latitude and longitude. The
l.o.s. velocity is just a component of the actual velocity vector
in the direction along which the radar points during a given
time interval. To reconstruct the whole velocity field over
the polar cap, so that it matches as closely as possible thr‘§.
“true” ionospheric convection, all measurements in the rada :
reference frames are first averaged and median filtered over

common spatial grid of approximately % 1° Altitude Ad- g . . .
justed Corrected Geomagnetic coordinates (AAC®slker Ruohoniemi 2009. The veloc[ty vectprs\/[z] so obtained
are always tangent to the equipotential contours. Now, fol-

and Wing 1989. Successively, to fill the coverage gaps of lowing what reported in Sect. 2 and moving from the expan-

the radar fields of view, a certain amount of model data iss'on of E e introduce a discrete samole SpaWe m
uniformely added up: these data come from empirical mod- ' g. ), wei u ' ple spade, mj,

els built over years of SuperDARN measurements and argvr,:,ose elements are thg harmonic functidig, = exp(zmq))
chosen to represent the average convection patterns expected (ng))’ dand assct))mate to each ((ajle:ne_nt of t.h'; spgce a
for the IMF configuration at the given ttim&@ohoniemi and ollr(;‘ier;egginfoﬁg\tngm ef.m (1), hamedrelative weightan
Greenwald 1996 2005. The technique bjRuohoniemi and :

Baker(1998 aims to reconstruct the isocontours of the PCP, lc1.m (D)]?
@, at timer, through a spherical harmonics expansion as fol-%!.m ()= > leix @2 @)
lows: PR

~ 1 where j,l € [0, L], being L the truncation order of the ex-
DO, 0:1) = me{zzqm (Hexpimg) P" (cos6))},  (4) pansion, andc,'m €[0,L]. Such a quantityw; , (t) repre-
pr sents the fraction of the variance (mean square value) of the
) . field @ (0, ¢; 1) relative to the elemerit| , at the timer, i.e.
whered andy are the AACGM colatitude and longitudg,™ 5 measure of the relative relevance of the téfm, at the

are the Legendre polynomial functions, ang are complex  time+. The spectrum of the relative weights ,,, is equiva-
time-dependent coefficients. Writing,, (1) = Aim —iBim N |ent to a time-dependent normalised spectrum. Here we limit
the Eq. ¢) and calculating the real part, E¢can be simpli- oy analysis only to the investigation of thepectrum, and
fied as follows: instead of the relative weights; ,, (1) we consider:
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Fig. 1. Upper panel: IMFB; (red, axis on the left) as obtained by OMNI, and normalised disorder degre€black, axis on the right), for
the period 01/10/2003, 19:30-21:30 UT. Lower panel: three samples of SuperDARN convection maps for the same period; the 2-min scan
intervals represented in the maps are shaded in the upper panel plot.

spectrum which is associated to multiscale fluctuations. In
this framework, complexity shows up in intermediate condi-
tions, i.e. when there is a certain number of fluctuation scales
wherew; (¢) is representative of the total relative weight of interacting and evolving in time.

harmonic functions of degrde From here we can compute

the time dependent disorder degre€),

/ 2
Y lcim(@)]
W= un®) =S O

(8)

4 Results and discussion

L
A(t)=—mzwz(t)|ogz[wz(t)] (9)  We have applied the formalism described in the previous
% 1=0 Sections to time series of PCP coefficients as obtained from
and the corresponding time-dependent complexity measur&dS- @) and 6) through theRuohoniemi and Bakef1998
T11(0), technique. The expansion of the PCP has been limited to
the fourth order, as we have checked that the results do not
'1(t) = A@®)[1-A@)], (20) change substantially if we use higher order expansions.

following the definitions given in Sec®. According to the 4.1 Case studies for different IMF orientations
given eigenfunction series expansion, the meaning of the

quantitiesA andI'11 as measures of disorder and complexity We first consider two two-hour intervals of SuperDARN data
has to be related to the formation of single/multi scale spatiain the Northern Hemisphere, characterised by almost steady
fluctuations. IfA = 0, we are in the presence of a monochro- conditions of the IMF and good overall coverage.

matic spectrum, so that the spatial fluctuations are mainly In Figurel, upper panel, the IMBB, (red curve) is shown
characterised by a limited set of scales (in the extreme casdor the 19:30-21:30UT period on 1 October 2003. IMF
by one scale only); converselgy = 1 corresponds to a flat data come from the OMNI data base, in GSM coordinates
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Fig. 2. Upper panel: IMFB; (red, axis on the left), as obtained by OMNI, and normalised disorder degrgéblack, axis on the right) for
the period 22/12/2002, 14:00-16:00 UT. Lower panel: three samples of SuperDARN convection maps for the same period; the 2-min scan
intervals represented in the maps are shaded in the upper panel plot.

in this case, and are resampled in 60 2-min bins. The blackvhich perturb the quite regular two-cell symmetry that char-
curve displays the disorder degredr) calculated follow-  acterised the convection patterns before 21:00 UT.

ing the procedure described in the previous Section. The Figure2 shows data, in the same format as in Higfor the
lower panel of Fig1 displays three 2-min snapshots of con- 22 December 2002, 14:00-16:00 UT interval, during which
vection patterns as obtained from SuperDARN line-of-sight B, was steadily positive. The upper panel displd¢sand
velocity data through thRuohoniemi and Bakdfl998 tech-  A(z); the lower panel shows three snapshots of representa-
nigue; the scan intervals shown in the snapshots are evitive convection patterns. Here the convection patterns show a
denced in the upper panel plot by gray-shaded areas. Thidouble reverse cell configuration at high latitudes or, in gen-
first interval is characterised by a negative IME from the  eral, strong fluxes of plasma directed sunward in the polar
three patterns taken at the beginning of the period (19:30-€ap; at lower latitudes other convection cells show up, highly
19:32 UT), at about a half of the period (20:30—20:32 UT) variable in size and dynamics. The main difference with re-
and at the end (21:28-21:30 UT), which are fully represen-spect to Figl is thatA(z) is clearly higher, ranging between
tative of the whole event, a steady double cell configuration0.6 and 0.9 and attaining the highest values after 14:40 UT,
is evident, typical for such an IMF orientatioR(johoniemi  when the IMFB, exceeds 15 nT. It is natural to interpret this
and Greenwald1996 2005. The average value ok(z) is highly disordered configuration as an evidence of the contri-
0.35, evidencing that the ionospheric convection is charachution of a greater number of harmonics to the formation of
terised by a low disorder, where the information content con-the convection pattern. Moreover, we notice a qualitative cor-
tributing to A(z) is concentrated in a few spherical harmon- relation betweem (r) and B,. Figure3, upper panel, shows
ics. After 21:05 UTA(r) starts to rise, reflecting changes in normalised histograms af for all data points pertaining to
the convection patterns which lead the system towards mor&igs.1 and2, in red and blue for the scans of Figsand 2,
complex configurations; in fact, in the last snapshot on therespectively. The twa sets for negative and positive; are
right, in the lower panel of Figl (21:28-21:30 UT), we can clearly separated, with only a small overlap aroune: 0.5.

see convection structures appearing around midnight MLT,The negativeB, population peaks between 0.3 and 0.4 and
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r ® O 200212 ,22:B2>0 . Fig. 4. Time series of IMFB, (red, axis on the left) in GSM co-
—_ 03 E B ordinates, and normalised disorder degtge) (black, axis on the
5'_/ r - o, ] right) for the 19 December 2002, 06:00-10:00 UT interval. The
= 02 - B vertical black dashed lines indicates the times wBerthanges of
r (4 b sign, from positive to negative and vice versa.
01 —
O_O:H\M\H\\\HM\H\\\HM\H\\HH\HH\HH\HH: . . . .
0.0 0.2 0.4 0.6 0.8 1.0 A closely follows the IMFB, behaviour, reaching high or in-

A termediate values wheB; is positive (maximum disorder),
and taking lower values wheB, is negative (maximum or-
Fig. 3. Top panel: histograms of the normalised disorder degreeder). We also notice that the curve exhibits a lag relative to
A, in 0.1 bins, for the 1 October 2003, 19:30-21:30UT (IMF the B, curve, which is particularly evident immediately after
B; <0, red cityscape) and 22 December 2002, 14:00-16:00 UTthe B, rotations. By cross-correlating the two time series we
(IMF B; > 0, blue cityscape) intervals; the values of each histogramhave found that this time lag amounts to 10 min. Therefore,
have been normalised to the total number of scans (which is 60 fopefore building histograms as in the upper panel of Big.

both). Bottom panel: second order complexity meadlyeas a e time-lagged theé, data by 10 min (not shown).
function of the normalised disorder degrador the same time in-

tervals (IMFB; < 0: red dots; IMFB; > 0: blue dots). Figure 5, upper panel, shows such histograms for the

19 December 2002, 06:00-10:00 UT event, in the same for-
mat used for Fig3, i.e. in red and blue for the positive and

93% of its points fall belowA = 0.5, which means that in  negativeB; scans, respectively. In this case, the negaive
these cases the system tends to a more ordered configuratiop@pulation peaks between 0.4 and 0.5 and 70 % of its points
on the other hand, the positi& population peaks between fall below A = 0.5, corresponding to the system collapsing
0.8 and 0.9 and 98 % of its points exceed 0.5, which corretowards order, while the positiv8; population peaks be-
Sponds toa h|gh desorder degree_ In the lower pane| 08F|g tween 0.7 and 0.8 and 100 % of its pOintS exceed 0.5, which
we showI"11 plotted againsh: red dots represent pairs af ~ corresponds to a high desorder degree. We can conclude that,
andI'11 values for theB, < 0 interval, while blue dots re- in this case too, the\ histograms for positive and negative
fer to the scans of thd, > 0 interval. As expected from its B: are clearly separated, although the overlap of the two pop-
definition, the maximum complexity;1; = 0.25 is attained ~ ulations is somewhat greater than in the case of&and is
aroundA ~ 0.5, i.e. corresponding to intermediate values of slightly shifted towardA > 0.5.
the normalised disorder parameter This presentation em- Figure5, lower panel, show$'1; as a function ofA for
phasizes the fact that complexity is low both for high and for the same interval: again red dots represent pairA @nd
low values ofA, which correspond to more disordered and I'11 values for the scans characterised by negative BAF
more ordered convection configurations, respectively. while blue dots are for pairs ok andI';1 for positive B,
Around the complexity maximum, we find convection pat- scans. Like for the two intervals shown in F&jlower panel,
terns which correspond to both positive and negative BAF  also in this case we observe a mixing of ordered and disor-
Figure4 displays the time series of IMB, (red curve) and  dered configurations across the maximumligf. Indeed,
the time series ofA (black curve) for a period, 19 Decem- several points representing negatiBe configurations are
ber 2002, 06:00-10:00 UT, characterised by a variable IMFrather found on the right side of the curve, where the disor-
B,. In fact, B, was positive until about 07:32 UT, then be- der degree is high. In this regard, we may add that, by careful
came negative and switched again to positive values at aboutisual inspection, we have found that such scans are mostly
08:52 UT. The values oB, spanned from-15 up to 16 nT.  the ones closest to the changes of sig@pénd often corre-
Two vertical dashed lines mark the reversals of the sigh,of spond toB, values close to zero, both positive and negative.
in Fig. 4. One can see a correlation between the two curvesHaving said all that, we can consider the possibility that other
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Fig. 5. Upper Panel: normalised histograms of the normalised dis- g 0F-¢ i
order degree), in 0.1 bins, for the 19 December 2002, 06:00— = E 3 018
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and positive IMFB; scans, respectively. Values have been nor- a0F . .
malised to the total number of scans for edglpolarity (69 and 46 r - h -
15 kb

for positive and negative values, respectively). Lower panel: sec-
ond order complexity measuf® 1 as a function of the normalised
disorder degree for same time interval. IMF BYGSM [nT]
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) L .. Fig. 6. February 2002{A) (upper panel) andl'11) (lower panel)
parameters thai, may be at play in determining the distri- 55 functions of8, and B,. The colour scale for each function is
bution of scan occurrence as a functionaf In this regard,  displayed on the right of each panel.

the first possible candidate is obviously IMF;,, given its

non-negligible role in the formation of ionospheric convec-

tion cells. Actually,B, does exhibit some variations in the coefficients and then calculated thieandT'y; parameters.
time interval corresponding to Fig. However, a 115 points  As a second step of the analysis, we calculated averages of
statistics (about 4 h of 2-min radar scans) is too limited for A and I'11 ({A), (I'11)) in [B;, B,] two dimensional bins

a reliable characterisation of the relative rolesBgfand B,. 1x1nT wide, from—15 up to 20nT for bothB, and B,.
Hence, we perform such a study in the next Section throughn order to avoid as much as possible the effects of time lags
the analysis of a much longer time period. like the one described in the case of Hig.the daily time
series of the IMRB, have been cross-correlated with the cor-
4.2 Study of an extended time interval respondingA time series and daily time lags have been de-

termined and applied to the, data. The average of such lag

In this Section we will make use of a larger statistical sam-times is 16 min £3 min). In order to exclude data with a too
ple of data in order to investigate the combined influence oflow statistical relevance, we dropped all averages pertaining
IMF B, and B, on both complexity['11, and disorder de- to bins containing less than 10 scans. Figiishows colour
gree,A. For that purpose, we selected a period of twentycoded plots of such averages(df) (upper panel) an¢l"11)
days of SuperDARN data in the Northern Hemisphere, dur-(lower panel) as a function @, andB,. The results confirm
ing February 2002, on the grounds that this particular monthand extend those for the case studies discussed above.
is characterised by an abundant and almost uniform data cov- When B, is negative, the complexity measure is generally
erage and the IMF and the solar wind show a wide variety ofhigh (above 0.22 almost everywhere), assuming the high-
conditions. The time series of the three periods described irest values whem, is dominant overB;. One could expect
the previous Section have been added to the sample as wellower values of A) and(I'11) whenB, is negative and dom-

For each of the 13604 SuperDARN 2-min scans pertain-inant overB,, as we observed for example in the time period
ing to the selected period, we calculated the 4th-order PCRBhown in FigJl, in this respect, we must say that the extended

Nonlin. Processes Geophys., 18, 6834 2011 www.nonlin-processes-geophys.net/18/697/2011/



I. Coco et al.: Information theory and polar cap potential dynamics 705

time period we have chosen does not contain very long andhas to be associated with a reduced coherence in the large
steady intervals of strong negatie, so that we can specu- scale convection motions. It is in this framework that the
late that the system never really finds the favourable conditransition from the small scale multi-cell structure of iono-
tions for an “ideal” Dungey cycle activation. In such a case, spheric convection for northward IMF condition to the nearly
a stable two-cell configuration should confine the informa- two-cell structure observed for southward IMBEis read as a
tion content in few harmonics, and the nearly maximum or-dynamical order-disorder topological phase transition, mon-
der for the system would be realised. In a more realistic pic-itored by the changes iA andI'11.
ture, frequentB, fluctuations continuously force the system In the recent literature (e.harma and Kay2005 Con-
in non-long standing stationary states, so increasing disordesolini et al, 2008 it has been evidenced how the overall
and complexity. magnetospheric dynamics is well in agreement with that of
The complexity decreases wheh turns from negative a system near a nonequilibrium stationary state displaying
to positive values: the ionospheric convection during posi-dynamical complexity. In such a scenario, the topological
tive B, periods tends to configurations which show a strongphase transition, occurring during the increase of the global
topological disorder. Moreover, a broad region is evident formagnetospheric convection due to a southward turning of the
0<B.<10nTandB,|/B; <1, where 6<(A) <0.9and IMF condition, is analogous to what occurs, for instance, in
complexity is low. We note also that in the sarBe do- the case of Rayleigh-&hard convection, when a long range
main the increase ofB,| tends to reduce the disorder and coherence emerges out-of-equilibrium at high values of the
increase the complexity. Furthermore, a certain asymmetrypverall temperature gradient and it is observed a reduction
in response to increasing IMB, is observed: for positive in the symmetry degree of the system. Paraphrasing the last
IMF B;, (A) and(I"11) seem to increase more whég > 0. concepts, we could say that the emergence of a long range
One can conclude that, on a statistical basis, although theoherence in the convection pattern during the southward
IMF B, < 0 dominates the transition towards a more orderedturning of the IMF B, component is a manifestation of a
({A) < 0.5) and complex configuration of the ionospheric first-order like phase transition accompanied by a symmetry-
convection, a similar effect is also due to IMF, when  breaking phenomenon.
|By|/B, > 1. The qualitative correlation between thdr) and IMF B,
time series, shown in Fig4, 2 and4, and the apparent sys-
tematic delay between the two curves deserve further inves-
5 Conclusions tigation in future studies, in order to explore the possibility
of using A as a “quicklook” parameter of the overall iono-
In this work we studied the reconfiguration of ionospheric spheric convection.

convection from the point of view of information theory and : ) .
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