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Abstract. We investigate the competition between two dif-
ferent functional groups of phytoplankton in the wake of an
island close to a coastal upwelling region. We couple a sim-
ple biological model with three trophic levels and a hydro-
dynamic model of a von Ḱarmán vortex street. The spatio-
temporal abundance shows that the different phytoplankton
groups dominate in different regions of the flow. The com-
position of the phytoplankton community varies e.g. for the
different vortices. We study the mechanism leading to these
inhomogeneous dominance patterns by investigating the nu-
trient transport in the flow and the interplay of hydrodynamic
and biological time scales.

1 Introduction

Hydrodynamic motion has a strong influence on the dynam-
ics of plankton populations living in the marine environ-
ment. This impact has recently been investigated in numer-
ous studies (Denman and Gargett, 1995; Abraham, 1998;
López et al., 2001; Martin, 2003; Tél et al., 2005; Sand-
ulescu et al., 2007, 2008; Rossi et al., 2008; Maraldi et al.,
2009). Horizontal transport through mesoscale hydrody-
namic structures such as vortices leads to a redistribution
of nutrients and plankton and can cause several interesting
phenomena (Abraham, 1998; López et al., 2001; Martin and
Pondaven, 2003; T́el et al., 2005; Sandulescu et al., 2007,
2008; Rossi et al., 2008; Maraldi et al., 2009; Bracco et al.,
2009). A very important role in understanding these phe-
nomena is played by the interplay of hydrodynamic and bio-
logical time scales (Abraham, 1998; Richards and Brentnall,
2006; Sandulescu et al., 2007; McKiver et al., 2009; Pérez-
Muñuzuri and Huhn, 2010). By modeling plankton growth in
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a simplified model for turbulent advection Abraham (1998)
showed that this interplay can help to explain the patchiness
of plankton distributions observed in the ocean. McKiver
et al. (2009) and McKiver and Neufeld (2009) showed that
small changes in the ratio of biological and hydrodynamic
time scales can greatly enhance or reduce the global plank-
ton productivity. Thus, horizontal mixing is a possible trig-
ger of plankton blooms in the ocean. Because the biologi-
cal activity depends strongly on the availability of nutrients,
the vertical transport of these nutrients also has a very strong
impact (Denman and Gargett, 1995; Martin and Pondaven,
2003; Perruche et al., 2010). Localized upwelling regions
transport nutrient rich water from deeper layers into the eu-
photic zone where it strongly influences the dynamics of the
plankton populations.

There are several places on earth where both vertical up-
welling and mesoscale structures occur together. One ex-
ample studied in Sandulescu et al. (2006, 2007, 2008) is the
Canary archipelago with upwelling regions near the African
coast and mesoscale vortices in the wake of the islands (Aris-
tegui et al., 1997). The interplay of these mesoscale hydrody-
namic structures and plankton dynamics can give rise to sev-
eral phenomena such as localized (Sandulescu et al., 2007,
2008) or sustained (Hernández-Garćıa and Ĺopez, 2004)
plankton blooms. Sandulescu et al. (2007) found a possi-
ble mechanism responsible for localized plankton blooms
in these vortices, emerging in the wake of an island, using
a simplified hydrodynamic and biological model. They fo-
cused on the evolution of one species in a simplified model
flow finding that the interplay of hydrodynamic and biolog-
ical time scales is the most important factor for this bloom
to appear (Sandulescu et al., 2008). An interesting question
is how different species interact in these mesoscale vortices
which are connected with the near upwelling region.

The interaction of different species in mesoscale structures
has been addressed in Bracco et al. (2000); Károlyi et al.
(2000); Scheuring et al. (2003); Tél et al. (2005); Richards
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and Brentnall (2006). In particular Bracco et al. (2000);
Károlyi et al. (2000); Scheuring et al. (2003) found that these
structures can enhance biodiversity, i.e. the coexistence of
different species. The hydrodynamic motion leads to an in-
complete mixing which allows for a spatial separation of
species protecting the less fit species from competition. Tak-
ing the finite size of species into account Benczik et al. (2003,
2006) found that a spatial separation can also be caused by a
different inertia of species. These different physical proper-
ties lead to an accumulation of the different species in differ-
ent parts of the flow preventing them from competing. These
works however did not take the transport of nutrients into ac-
count which obviously plays an essential role. Furthermore,
they focused on strongly simplified biological models, e.g.
not taking zooplankton and hence grazing predators into ac-
count.

In this work we investigate an extension of the coupled
model studied in Sandulescu et al. (2007, 2008). Instead of
using a three trophic level food chain to describe the plankton
dynamics we investigate the behavior of a simple food web.
This is done by dividing the phytoplankton into two differ-
ent functional groups which are characterized by different
growth rates. This way we are able to address the question of
competition of two phytoplankton groups for the same nutri-
ents. We study the behavior of this biological model coupled
to a simplified model of the von Ḱarmán vortex street in the
wake of an island. The aim of this paper is to show that the
transport of nutrients by the vortices in the wake of an island
and the interplay of biological processes with the mesoscale
hydrodynamic structures allows an inhomogeneous distribu-
tion of the different phytoplankton groups in such a way that
the different phytoplankton groups dominate the phytoplank-
ton community in different regions of the flow. The compo-
sition of the phytoplankton community can vary for vortices
differing by position and sign of vorticity. Furthermore, the
composition varies even among different regions of a single
vortex. Additionally, we show that the effect of diffusion
plays an important role for the composition of the phyto-
plankton community in the mesoscale structures of the flow
due to its impact on the competition.

The organization of the paper is as follows: in the first
section we introduce the hydrodynamic as well as the bio-
logical model under investigation. The observation region in
the wake of an island and the velocity field which models
the von Ḱarmán vortex street are described. This is followed
by a short description of the predator prey model with com-
peting phytoplankton groups and its behavior without taking
hydrodynamic motion into account.

In Sect. 3 we present the results of simulations coupling
hydrodynamic motion and biological model. The observed
spatial and temporal patterns of the different phytoplankton
groups are described phenomenologically. Afterwards, we
discuss the mechanism leading to these observed patterns by
investigating the hydrodynamic transport and the interplay of
biological and hydrodynamic time scales.

Fig. 1. A sketch of the observation region with the model velocity field (black arrows). The spatial coordinates

are given in units of the island radiusr = 25 km. The upwelling region is located at[0, 1] × [2, 2.25]. Two

vortices with vortex strengthω can be seen in the island wake. The mean velocity fieldu0 points in the positive

x direction, while the Ekman flowuE , existing forx > 1, points in the negative y-direction.
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Fig. 1. A sketch of the observation region with the model velocity
field (black arrows). The spatial coordinates are given in units of the
island radiusr = 25 km. The upwelling region is located at[0,1]×

[2,2.25]. Two vortices with vortex strengthω can be seen in the
island wake. The mean velocity fieldu0 points in the positive x-
direction, while the Ekman flowuE, existing forx > 1, points in the
negative y-direction.

A discussion of our results and their implication for marine
ecological systems can be found in the last section.

2 Modeling framework

In this section we present the modeling framework used in
this work. We begin with briefly explaining the hydrody-
namic model of a wake of an island, which is based on a
two-dimensional stream function. Afterwards, the biologi-
cal model is described and first results on the interaction of
the two phytoplankton groups are presented without taking
hydrodynamic motion into account. This is followed by a
description of the coupled model combining the two former
presented models.

2.1 Hydrodynamic model: the von Kármán vortex
street

The 2-D hydrodynamic model describes the horizontal flow
around an island and vortices in its wake (Fig. 1). Water
is flowing into the observation region at the left boundary
with a velocityu0. The interaction of the flow with the is-
land leads to a non-stationary velocity field which can be
exactly described by the Navier-Stokes equations and cor-
responding boundary conditions. For a particular range of
Reynolds numbers the flow is determined by a periodic de-
tachment of vortices which then travel in the main flow di-
rection (Jung et al., 1993). Jung et al. (1993) introduced a
time periodic stream function whose corresponding veloc-
ity field shows an astonishing qualitative agreement with the
flow from direct numerical simulations of the Navier-Stokes
equations. We use an extended version of this model flow
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including an Ekman drift perpendicular to the main flow in-
troduced by Sandulescu et al. (2006).

The model stream function yields a two-dimensional ve-
locity field:

u(x,y,t) = ∂y9 v(x,y,t) = −∂x9 . (1)

The velocity field given by Eq. (1) can be interpreted as a
Hamiltonian system with one degree of freedom (Tél et al.,
2005). The time dependence leads to chaotic behavior of
tracers although the flow field itself is laminar. Since there
is a net current through the observation region such a field
is referred to as an open chaotic flow in the literature. Tél
et al. (2005) showed the existence of a chaotic saddle in the
vicinity of the island. This chaotic saddle is given by the
union of all non-escaping orbits of tracers in the flow. Al-
though this chaotic saddle is of measure zero its unstable and
stable manifolds have a strong influence on the flow of trac-
ers which will be important when investigating the hydrody-
namic transport in Sect. 3.2.1.

The usage of a two-dimensional model is justified by the
assumption that we have a well mixed upper layer and only
small mean vertical velocities compared to the horizontal
ones. The exact form and a detailed discussion of the sin-
gle terms of the stream function9(x,y,t) can be found in
Sandulescu et al. (2006). Here we focus on a simple qualita-
tive description which introduces all parameters important to
this work.

The stream function is periodic with a period length ofTc.
Vortices are created behind the island with a phase difference
of half a periodTc

2 . At maximum two vortices are traveling
in the direction of the main flow. These two vortices differ
in their signs of vorticity and their position (Fig. 1). In the
following we will refer to them as the lower vortex which
is located below the center of the island and has a positive
vorticity and as the upper vortex which is located above the
center of the island and has a negative vorticity. The upper
boundary of the observation area corresponds to the African
coast line.Another important parameter is the vortex strength
ω which determines the magnitude of vorticity and thus the
velocities in the vortices. The Ekman flowuE points in the
negative y-direction with a constant magnitude but only oc-
curring in the island wake.

The model has been parameterized in Sandulescu et al.
(2006) for the region of the Canary islands (Table 1). Us-
ing this set of parameters we make sure that we are dealing
with a hydrodynamic flow in a realistic order of magnitude.

2.2 Biological model: a food web with three trophic
levels

The biological model used in this work is based on a three
component NPZ-model (N..Nutrients, P..Phytoplankton,
Z..Zooplankton) originally developed by Steele and Hen-
derson (1981) and later modified by Edwards and Brind-
ley (1996) and Pasquero et al. (2005). Since we are inter-

Table 1. Some of the hydrodynamic parameters used in the hydro-
dynamic model. For a detailed description of the parameterization
cf. Sandulescu et al. (2006)

r 25 km island radius
u0 0.18 m

s horizontal main flow velocity
uE 0.02 m

s velocity of the Ekman flow

ω 55×103 m2

s vortex strength

ested in the interplay of mesoscale hydrodynamic motion and
the competition of species we extend the model of Pasquero
et al. (2005) by dividing phytoplanktonP into two functional
groups of phytoplankton species. We do this division by
a simple additive formulation for the consumption terms of
nutrients and for the growth terms of zooplankton. This lin-
ear combination is one of the standard formulations for these
kinds of models (see e.g. Grover, 1997) but of course there
are other formulations in the literature as well (Beddington,
1975; Deangelis et al., 1975; Pal et al., 2009) which work
with more complex functional responses. We expect that
these more complex formulations lead to even more complex
behavior which would also be interesting to explore. How-
ever, to concentrate on the interplay of the biological model
and the hydrodynamic flow we choose a biological model
with a less complex behavior. The extended model is given
by:

d

dt
N = S(N0−N)−

2∑
i=1

βi

N

ki +N
Pi + rec (2)

d

dt
Pi = βi

N

ki +N
Pi −

αηP 2
i

α+ηP 2
i

Z−µPi
Pi , i ∈ {1,2}

d

dt
Z = γ

2∑
i=1

αηP 2
i

α+ηP 2
i

Z−µZZ2

rec= µN [

2∑
i=1

((1−γ )
αηP 2

i

α+ηP 2
i

Z+µPi
Pi)+µZZ2

] .

The first term in the equation of nutrientsN describes the
vertical mixing of nutrients from deep ocean water into the
mixed layer and leads to an exponential relaxation with the
rate S to a nutrient concentrationN0 below the thermo-
cline. The nutrient consumption by phytoplankton is given
by a Holling type II functional response which is based on
the assumption of a randomly searching organism while the
grazing by zooplankton is given by a Holling type III re-
sponse based on the assumption of reward dependent search-
ing (Gurney and Nisbet, 1998). The factorγ takes into ac-
count that not all consumed phytoplankton is converted into
biomass. We assume a linear natural mortality for the phy-
toplankton and a quadratic one for the zooplankton. The lat-
ter is chosen to take into account a higher mortality caused
by grazing of other top predators which are not included in
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Table 2. Ecological parameters used in the biological model Eq. (3)
(not characterizing the functional groups of phytoplankton).

N0 8.0 mmolN
m3 nutrient concentration in deep ocean

µN 0.2 regeneration efficiency
γ 0.75 assimilation efficiency
α 2 d−1 maximum grazing rate

µZ 0.2
(
dmmolN

m3

)−1
zooplankton mortality

η 1.0

(
d
(

mmolN
m3

)2
)−1

prey capture rate

Table 3. Ecological parameters characterizing the two functional
groups of phytoplankton.

P1 P2

βi 3 1 d−1 maximum growth rate
ki 2 0.25 mmolN

m3 half saturation constant

µPi
0.15 0.05 d−1 phytoplankton mortality

this model. Furthermore, a partµN of all organic matter is
degraded by bacteria leading to an additional nutrient input
modeled as a recycling term (rec) in the nutrient equation.

The parameters not characterizing the different phyto-
plankton groups are chosen as in Pasquero et al. (2005) (Ta-
ble 2).

The two different phytoplankton groups are grazed by the
zooplankton with the same preference. They differ only in
their mortality, their maximum growth rate and half satura-
tion constants. We choose these parameters (Table 3) based
on a detailed analysis of Edwards (1997) about the ranges of
ecological parameters.

Phytoplankton groupP1 has a higher maximum growth
rate (β1 > β2), while phytoplankton groupP2 has a lower
half saturation constant (k1 > k2). Furthermore,P1 has a
higher mortalityµP1 > µP2.

2.2.1 The dynamics of the food web without
hydrodynamics

The dominating species in the model is the one with the
higher effective growth rateβ N

k+N
− µP (Fig. 2). For a

low nutrient availability speciesP2 performs better due to
its lower half saturation constant. For higher values ofN

however, speciesP1 grows faster caused by its higher max-
imum growth rate. This effect is enhanced by our choice of
mortalities.

The nutrient availabilityN strongly depends on the up-
welling rateS. Thus, a highS leads to the dominance of
speciesP1 due to higher nutrient availability and vice versa
(Fig. 3). ForS < Sc ≈ 0.013 1

d
phytoplankton groupP1 does

not exist at all corresponding to competitive exclusion of this
group. Beyond a transcritical bifurcation atSc, P1 andP2 can

Fig. 2. Effective growth rate (growth minus mortality neglecting the grazing by zooplankton) of the two differ-

ent phytoplankton groups dependent on available nutrients. Intersection atN = 0.81 mmolN

m3 .

with the Eulerian field quantityc = c(r, t), the velocity fieldu = (u, v) from Eq. (1) and the

biological termsFc from Eq. (3). The diffusion term takes the small scale turbulence into account

which cannot be resolved by our large scale stream function.We useD = 10 m2

s
as the Okubo

estimation of eddy diffusivity at scales of about10 km (Okubo, 1971), which corresponds to the

scales of the mesoscale structures in the flow.195

To model the upwelling region (Fig. 1) we vary the upwelling rateS in space (S = S(r, t)). Outside

the upwelling region we chooseS = Slow = 0.00648 1
d
, which lies in a range suggested by Edwards

(1997). Within the upwelling region we setS = Shigh = 0.648 1
d

to model a strong, e.g. a hundred

times larger, vertical transport of nutrients. For the low valueSlow = 0.00648 1
d

the purely biolog-

ical model leads to the stationary stateP1 = 0.0 mmolNm−3, P2 ≈ 0.82 mmolNm−3, Z =200

0.43 mmolNm−3, N = 0.65 mmolNm−3 (see also Fig. 4). Thus, speciesP1 does not survive

and therefore would not occur in the observation region without the additional local upwelling zone.

Additionally we need to specify the concentrations of nutrients and plankton entering the observa-

tion region with the main flow (left boundary in Fig. 1). Here we assume that the open ocean is

oligotrophic containing nutrients and plankton at very lowconcentrations. We assume these con-205

centrations to be even lower than the steady state of the biological model in the observation area.

This assumption is justified since in shallower regions around an island concentrations of nutrients

and plankton are likely to be higher than in the open ocean dueto additional nutrient input from the

resuspension of sediment. Therefore, we choose for this study an inflow of very low concentrations

(c = 10−3 mmolNm−3 , c ∈ {N, P1, P2, Z}). We did not choose an equilibrium solution of the210

model as inflow since in this case speciesP1 would not be present and therefore this would lead to

a one species model as analyzed in Sandulescu et al. (2008). Sandulescu et al. (2008) also discussed

8

Fig. 2. Effective growth rate (growth minus mortality neglecting the
grazing by zooplankton) of the two different phytoplankton groups
dependent on available nutrients. Intersection atN = 0.81 mmolN

m3 .

coexist with a dominance ofP2 over P1 for S < 0.10351
d

andP1 overP2 for S > 0.10351
d

. For a further increasingS
the growth rate of phytoplankton converges to the maximum
growth rate. BothP1 andP2 remain constant under a further
change ofS (Fig. 3).

The coexistence of the two species on one nutrient is pos-
sible due to the presence of a predator in the model. The con-
sumption of the phytoplankton groups depends on their con-
centration and is therefore equivalent to a density-dependent
mortality which allows for coexistence of more species than
resources in an ecological model (Gurney and Nisbet, 1998;
Gross et al., 2009).

For the interplay of biological growth and hydrodynamics
not only the long term behavior but also the transient behav-
ior of the model is important. In the case of a low upwelling
rate (Slow = 0.00648 1

d
) and low initial concentrations,P2

shows a peak before converging to the stationary state (upper
panel of Fig. 4). The same behavior can be observed forP1
in the case of high upwellingShigh = 0.648 1

d
(Fig. 4 lower

panel). We will refer to this temporal evolution as a bloom-
like behavior in the following.

2.3 Coupled model: reaction-advection-diffusion
equations

Coupling the biological model to the hydrodynamic motion
yields the following set of reaction-advection-diffusion equa-
tions:

∂tc = −u5c+Fc +D4c , c ∈ {N,P1,P2,Z} (3)

with the Eulerian field quantityc = c(r,t), the velocity field
u = (u,v) from Eq. (1) and the biological termsFc from
Eq. (3). The diffusion term takes the small scale turbulence
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Fig. 3. Stationary solutions of the biological model dependent on the upwelling rateS. For N =

0.81 mmolN

m3 , S = 0.1035 1
d

speciesP1 becomes the dominant species. The lower panel is a closeup of

the upper panel.

the role of the inflow conditions in detail. We believe that itis not unrealistic to allow a low inflow

of both species. There are many effects which enable coexistence and could allow a nonzero value

of speciesP1 in the inflow. Some of these effects are environmental fluctuations (Lai and Liu, 2005)215

and intermediate disturbances (Shea et al., 2004). Furthermore, in systems with more than one nu-

trient intrinsic chaotic fluctutations can even lead to moresurviving species than types of nutrients

(Huisman and Weissing, 1999). Despite that we do assume thatin the observation region the inves-

tigated effects are more important than the underlying complex behavior and are thus well enough

described by our simplified model. The choice ofc = 10−3 may also seem arbritrary but choosing220
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Fig. 3. Stationary solutions of the biological model dependent on
the upwelling rateS. For N = 0.81 mmolN

m3 , S = 0.1035 1
d

species
P1 becomes the dominant species. The lower panel is a closeup of
the upper panel.

into account which cannot be resolved by our large scale

stream function. We useD = 10 m2

s as the Okubo estimation
of eddy diffusivity at scales of about 10 km (Okubo, 1971),
which corresponds to the scales of the mesoscale structures
in the flow.

To model the upwelling region (Fig. 1) we vary the up-
welling rate S in space (S = S(r,t)). Outside the up-
welling region we chooseS = Slow = 0.00648 1

d
, which

lies in a range suggested by Edwards (1997). Within
the upwelling region we setS = Shigh = 0.648 1

d to
model a strong, e.g. a hundred times larger, verti-
cal transport of nutrients. For the low valueSlow =

0.006481
d the purely biological model leads to the stationary

state P1 = 0.0 mmol N m−3, P2 ≈ 0.82 mmol N m−3, Z =

0.43 mmol N m−3, N = 0.65 mmol N m−3 (see also Fig. 4).
Thus, speciesP1 does not survive and therefore would not
occur in the observation region without the additional local
upwelling zone.

Fig. 4. Time evolution of the biological model withS = 0.00648 d−1 (upper panel) andS = 0.648 d−1 (lower

panel). The initial concentrations are given by:c = 10−3 mmolNm−3 , c ∈ {N, P1, P2, Z} .

different kinds of low inflow conditions (e.g. randomly chosen), even settingP1 two magnitudes

lower thanP2 did not change our results qualitatively.

The system (3) is solved by means of a semi-Lagrangian algorithm. A discussion of semi-Lagrangian

methods can be found in Strain (1999, 2000).
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3 Results

In this section we first present the simulation results from the coupled model described in Sec. 2.3.

Since we are interested in the influence of the mesoscale hydrodynamic structures on the competi-
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Fig. 4. Time evolution of the biological model withS =

0.00648 d−1 (upper panel) andS = 0.648 d−1 (lower panel). The
initial concentrations are given by:c = 10−3 mmol N m−3, c ∈

{N,P1,P2,Z}.

Additionally, we need to specify the concentrations of nu-
trients and plankton entering the observation region with the
main flow (left boundary in Fig. 1). Here, we assume that the
open ocean is oligotrophic containing nutrients and plankton
at very low concentrations. We assume these concentrations
to be even lower than the steady state of the biological model
in the observation area. This assumption is justified since in
shallower regions around an island concentrations of nutri-
ents and plankton are likely to be higher than in the open
ocean due to additional nutrient input from the resuspen-
sion of sediment. Therefore, we choose for this study an in-
flow of very low concentrations (c = 10−3 mmolN m−3 , c ∈

{N,P1,P2,Z}). We did not choose an equilibrium solution
of the model as inflow since in this case speciesP1 would
not be present and therefore this would lead to a one species
model as analyzed in Sandulescu et al. (2008). Sandulescu
et al. (2008) also discussed the role of the inflow conditions
in detail. We believe that it is not unrealistic to allow a low
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inflow of both species. There are many effects which enable
coexistence and could allow a nonzero value of speciesP1
in the inflow. Some of these effects are environmental fluc-
tuations (Lai and Liu, 2005) and intermediate disturbances
(Shea et al., 2004). Furthermore, in systems with more than
one nutrient intrinsic chaotic fluctuations can even lead to
more surviving species than types of nutrients (Huisman and
Weissing, 1999). Despite that we do assume that in the obser-
vation region the investigated effects are more important than
the underlying complex behavior and are thus well enough
described by our simplified model. The choice ofc = 10−3

may also seem arbitrary but choosing different kinds of low
inflow conditions (e.g. randomly chosen), even settingP1
two magnitudes lower thanP2 did not change our results
qualitatively.

The system (3) is solved by means of a semi-Lagrangian
algorithm. A discussion of semi-Lagrangian methods can be
found in Strain (1999, 2000).

3 Results

In this section we first present the simulation results from the
coupled model described in Sect. 2.3. Since we are inter-
ested in the influence of the mesoscale hydrodynamic struc-
tures on the competition of the two different phytoplankton
groups we first focus on their spatio-temporal distribution.
It turns out that for our model the inhomogeneous nutrient
input due to local upwelling and the hydrodynamic motion
allow a separation of the phytoplankton groups into different
regions of the flow. We study the mechanism leading to these
patterns of dominance and show that the two key factors of
this mechanism are the hydrodynamic transport and the in-
terplay of hydrodynamic and biological time scales. We also
reveal that the transport phenomena do not exclusively occur
for our rather arbitrary choice of upwelling region and vor-
tex strengthω. Furthermore, we investigate the influence of
the eddy diffusivityD and the vortex strengthω on the av-
erage abundances of the phytoplankton groups in the entire
observation area.

3.1 Spatio-temporal distribution of the phytoplankton
groups

To investigate the interplay of the hydrodynamic motion
and the competition between the two phytoplankton groups
we first analyze the spatio temporal distribution of the two
groups. Our first observation is that these distributions are
strongly inhomogeneous and do no relate to the position of
the upwelling region in a simple way. Furthermore, the inho-
mogeneous nutrient input and the mesoscale hydrodynamic
motion seem to allow a separation of the two phytoplankton
groups into different regions of the observation area.

A high abundance of the phytoplankton groupP2 can be
observed in the center of every vortex and around the is-

land (Fig. 5c, d). The whole temporal behavior revealed that
groupP2 shows a localized plankton bloomin every vortex
as observed in the one species model by Sandulescu et al.
(2008, 2007). In the lower vortex an even higher abundance
of groupP2 can be found particularly in the edge of the vor-
tex (compare c and d in Fig. 5). Contrary toP2, the group
P1 does not occur in the upper vortex, but only in the edge
of every second vortex, namely the lower one, not entering
its center. This is somehow counterintuitive sinceP1 needs
more nutrients which are released in the upwelling region
closer to the upper vortex. Furthermore, a high abundance
can be observed in a filament in the upper right area of the
observation region. In these rather small regionsP1 shows
a bloom-like behavior with an even higher abundance than
groupP2 (Fig. 5c, d).

Let us now study more precisely the abundance of phyto-
plankton in the different regions of the vortices. To this end,
we use the Okubo-Weiss parameterW (Okubo, 1970; Weiss,
1991) to characterize the different regions of the vortex. The
Okubo-Weiss parameter is defined by:

W = (∂xu−∂yv)2
+(∂xv+∂yu)2

+(∂xv−∂yu)2 (4)

(normal strain)2 (shear strain)2 (vorticity)2

We define theinterior of the vortexby W <−108 1
d2 describ-

ing the region dominated by vorticity. By contrast, we denote
the region with a very high strainW > 108 1

d2 as theexterior
of the vortexand the union of both regions as the complete
vortex. The choice of these numbers, leaving out the region
−108 1

d2 < W < 108 1
d2 , lead to a good identification of the

vortex structures (Fig. 6).
Looking at the average abundances in these defined re-

gions again reveals the different periodicity of the blooms
of the different phytoplankton groups in the vortices (Fig. 7).
Phytoplankton groupP2 shows a peak every 0.5 Tc = 15 d
corresponding to the occurrence of two vortices in the period
of the flow (1Tc = 30 d). By contrast, the groupP1 shows
a peak every 1Tc = 30 d only, since it occurs only in every
lower vortex.

A high abundance ofP2 can be found in the exterior as
well as the interior of the vortex while groupP1 is only oc-
curring in the exterior of the vortex (Fig. 8).

Hence, we find that the mesoscale hydrodynamic motion
seems to allow an inhomogeneous distribution of dominance
patterns. The composition of the phytoplankton community
is different for the two different vortices. The phytoplank-
ton group better adapted to a high nutrient availability only
occurs in every lower vortex. Furthermore, it just occurs
in a small ring in the exterior of the vortex. Therefore, the
question arises which mechanism is responsible for the dis-
tinctly different spatio-temporal distributions of the compet-
ing plankton groups.
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Fig. 5. Colors denote the abundance of phytoplankton group (inmmolN

m3 ). (a): P1 at t = 5.34 Tc, (b): P1 at

t = 5.84 Tc, (c): P2 at t = 5.34 Tc, (d): P2 at t = 5.84 Tc. Dashed white rectangle: upwelling region. white

circle: island. Spatial coordinates are given in units of25 km.
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Fig. 7. Spatially averaged abundance of the phytoplankton groups
in the complete region of vortices (exterior and interior). Note the
different periodicity of the two phytoplankton groups.

the observed structures are not only occurring for our spe-
cial set of chosen hydrodynamic parameters. Particularly, the
position of the upwelling region will be discussed. It turns
out that the main features of the spatio-temporal distribution,
can be understood by considering the limit case of vanishing
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Fig. 8. Spatially averaged abundance of the phytoplankton groups in the region of vortices.P ext
1 : P1 in

the exterior of the vortices.P int
1 : P1 in the interior of the vortex.P ext

2 : P2 in the exterior of the vortices.

Dashed-dotted line:P int
2 in the interior of the vortices.
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Fig. 9. Tracers released in the upwelling region[0, 1] × [2, 2.25] at t = 5.84 Tc. The colors denote the time

they have been in the observation region (backward residence time).
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Fig. 9. Tracers released in the upwelling region[0,1]× [2,2.25]
at t = 5.84 Tc. The colors denote the time they have been in the
observation region (backward residence time).

diffusion (D → 0). Thus, advection plays the major role for
the formation of the observed patterns and the dynamics can
be easily described from a Lagrangian point of view. This
way, we can conclude that the observed patterns are mainly
caused by the advective transport and the interplay of biolog-
ical and hydrodynamic time scales.

3.2.1 Hydrodynamic transport

The upwelling region obviously plays an important role for
the observed mesoscale structures of plankton concentra-
tions. Parcels crossing this region contain a lot of nutrients

Fig. 9. Tracers released in the upwelling region[0, 1] × [2, 2.25] at t = 5.84 Tc. The colors denote the time

they have been in the observation region (backward residence time).
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subsequent subsection.

Transport of tracers starting in the upwelling region

Tracers released in the upwelling region get entrained by every lower vortex only. They spiral
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Fig. 10. Finite Size Lyapunov-exponents (plotted asλ+(r,t) −

λ−(r,t)). Negative values: Unstable Manifolds. Positive Values:
stable Manifolds. White dots: Tracers released in the upwelling
region.

essential for the growth of phytoplankton. To get some in-
sight in the transport of these parcels we follow two ideas:
First, we study the transport of parcels crossing the upwelling
region by simply putting tracers in the upwelling region and
follow their trajectories. This reveals the importance of the
transport for the observed dominance patterns. Second, we
will discuss the transport from a more general point of view.
The consideration of finite-size Lyapunov-exponents (FSLE)
and residence times in the observation region will allow us
to comment on the robustness of the observed transport phe-
nomena. The influence of hydrodynamic parameters and the
position of the upwelling region will be discussed. The inter-
play of the hydrodynamic transport and the biological pro-
cesses will be investigated in the subsequent subsection.

Transport of tracers starting in the upwelling region

Tracers released in the upwelling region get entrained by ev-
ery lower vortex only. They spiral inwards (Fig. 9) but do not
reach the center of the vortex before the vortex disappears
due to dissipation. Hence, the tracers leave a big circular
region out in their path.

Comparing these transport structures with the distribution
of group P1 (Fig. 5b) indicates that this kind of transport
plays a major role for the dominance of phytoplanktonP1
in the ring in the exterior of the lower vortex. Since phyto-
plankton groupP1 does not reach a high abundance in the
case of a weak upwelling (Sect. 2.2.1) it can only grow in
parcels having crossed the upwelling region. Therefore, the
union of all trajectories of these fluid parcels is the spatio-
temporal set where a strong growth ofP1 is possible. This
explains the similarities in the tracer distribution of Fig. 9
and the distribution ofP1 in of Fig. 5b.
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Dependence on the position of the upwelling region

Since the described transport phenomena play an important
role for the observed phenomena it is crucial to show that this
kind of transport does not only occur exclusively for our spe-
cial choice of upwelling region and on other hydrodynamic
parameters such as the vortex strength. We investigate the
two main effects, (i) that tracers get entrained by every lower
vortex only and (ii) that they do not enter its interior.

Looking at possible transport barriers in the flow allows
us to study transports independently from initial tracer posi-
tions. We investigate these transport barriers by calculating
finite size Lyapunov-exponents (FSLE) of the flow (Aurell
et al., 1997), a method which has been successfully applied
to geophysical flows in d’Ovidio et al. (2004); Rossi et al.
(2008); d’Ovidio et al. (2009). The FSLE are a measure for
the exponential divergence (and convergence, respectively)
of the trajectories of initially nearby tracers. We obtain one
Lyapunov-exponentλ+(r,t) for the flow integrated forward
in time and a different one (λ−(r,t)) for the flow integrated
backwards in time. Maxima in the spatial distribution of
λ+ approximate stable manifolds of the chaotic flow while
maxima ofλ− approximate unstable manifolds (Aurell et al.,
1997). The stable and unstable manifolds are transport barri-
ers of the flow and cannot be crossed by tracers.

The calculated FSLE nicely show the mesoscale struc-
tures of manifolds corresponding to the two vortices in the
flow field (Fig. 10). Tracers released in the upwelling region
can only get entrained by the vortices if the transport barri-
ers allow a way of entrainment. Throughout this paper en-
trainment means that tracers will enter the vortex and spiral
inwards along the unstable manifolds of the chaotic saddle
(cf. 2.1) as observed in (Fig. 10). However, looking at this
snapshot of manifolds can be misleading. Due to the non-
stationarity of the flow the manifolds are moving and tracers
that seem to be trapped in a snapshot actually follow unex-
pected trajectories. Analyzing the complete time series of
Lyapunov-exponents leads to the conclusion that tracers once
entrained by a vortex cannot leave the vortex anymore. The
vortices in our flow move approximately three times slower
than the main stream outside the vortices. Thus, tracers en-
trained by the vortices remain longer in the observation re-
gion than others.

This can be visualized by plotting the forward residence
time τ+

res(r,t) of tracers in the flow, which is the time tracers
will remain in the observation region when starting fromr
at timet . A high τ+

res obviously indicates that tracers are or
will be entrained by a vortex. Investigating the time series
of τ+

res we can identify regions from where tracers are or will
be entrained by a vortex. At timet = 0.36 Tc (Fig. 11a) the
yellow-green area shows the region from which tracers will
be entrained by the lower vortex. Thisarea of entrainmentis
visible even though the vortex itself, in terms of high vortic-
ity and unstable manifolds in the center, has not evolved yet.
Looking at further snapshots ofτ+

res(r,t) reveals the tempo-

ral evolution of thearea of entrainmentof the lower vortex
(yellow-green area in Fig. 11a, green area in panel b, light
blue area in panel c). The green region Fig. 11d shows the
area of entrainment for the upper vortex.

Tracers crossing the upwelling region can only get en-
trained by the vortex if there is an overlap between the area of
entrainment of the vortex and the upwelling region as seen in
Fig. 11c. Everywhere the area of entrainment passes an up-
welling region would lead to entrainment of tracers. The area
of entrainment of the upper vortex however does not depart
far from the island (Fig. 11d) and thus tracers can only be
entrained by the upper vortex if the upwelling region is very
close to the island. This yields the existence of a whole spa-
tial area of possible upwelling regions where tracers get en-
trained by the lower vortex only. Therefore, the phenomenon
of entrainment of nutrients by every lower vortex only does
not exclusively occur for our special choice of the upwelling
region. However, if the upwelling region is too far away from
the island the entrainment by any of the vortices does not oc-
cur at all since none of these areas of entrainment ever touch
the upwelling region.

We have shown that the phenomenon of entrainment by the
lower vortex only does not exclusively occur for our rather
arbitrary choice of upwelling region. This still leaves the
question if tracers entrained by the lower vortex can enter
its interior for a different position of the upwelling region
or different hydrodynamic parameters. Releasing tracers at
the left boundary of the observation region shows that only
tracers flowing into the observation region aty < 0 can enter
the interior of the lower vortex (Fig. 12 upper panel) which
proved to be true for every set of realistic hydrodynamic pa-
rameters. Therefore, an upwelling region aty > 0 does not
allow tracers to enter the interior of the lower vortex. This
seems to be a rather robust result. As a consequence the fluid
parcels crossing the upwelling region and hence developing
a bloom ofP1 are only found in the exterior of the lower
vortex.

Dependence on the vortex strengthω

The position, form and size of the area of entrainment of the
vortices is determined by the set of hydrodynamic parame-
ters. This can lead to critical values of hydrodynamic param-
eters. A very important parameter is the vortex strengthω

which strongly influences the strength of mixing in the wake
of an island. A smaller vortex strength leads to a smaller area
of entrainment of the vortices and thus to a smaller overlap
with the upwelling region (compare Fig. 11c and Fig. 13).
This leads to a critical value of the vortex strength, which
has to be crossed in parameter space so that entrainment by
a vortex is possible.
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Fig. 11. Colors denote the forward residence timesτ+
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with the upwelling region (b) (dashed white rectangle) allows for entrainment of parcels crossing the upwelling

region. The green area (τ+
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≈ 1) in (d) shows the area of entrainment of the upper vortex. This area

does not overlap with the upwelling region (dashed white rectangle) for all times. Thus, entrainment of parcels

crossing the upwelling region is not possible for the upper vortex.
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Comment on tracers entering the vortex

As already mentioned above, tracers having crossed the up-
welling region and having been entrained by the vortex spiral
inwards along the unstable manifolds (Fig. 10). Their motion
becomes mainly rotational and therefore they do not enter the
center of the vortex in the finite lifetime of the vortex. This
leads to the question how tracers get into the interior of the
vortex at all. The only possible explanation is that they have
already been in the area of entrainment before the compli-
cated structures of unstable manifolds evolve. They directly
flow into the yellow-green region of Fig. 11c when entering
the observation region.

3.2.2 Interaction of hydrodynamic and biological time
scales

We have shown that for a certain range of hydrodynamic pa-
rameters and of locations of the upwelling region the growth

of speciesP1 in the edge of every lower vortex is possible due
to the transport of nutrient rich water parcels starting in the
upwelling region. However, having crossed the upwelling
region is only a necessary condition for a high abundance of
P1. The second key factor is the interplay of hydrodynamic
and biological time scales. The abundance of both species in
a parcel evolves in time and thus depends on (i) the timePi

needs to grow in a parcel, (ii) the time the parcel has been
in the observation regionτ−

res(r,t) (Fig. 14), (iii) the time the
parcel has entered the upwelling region and (iv) the time the
parcel has spent there. Thus, we analyze in this section the
interplay of the different time scales by analysing the sys-
tem from a Lagrangian perspective and in the limit of zero
diffusion.

In the limit case of zero diffusion (D → 0) Eq. (3) be-
comes:

∂tc = −u5c+Fc(c) , c ∈ {N,P1,P2,Z} (5)
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Fig. 12. Tracer released at the left boundary, black dots: tracer released aty > 0, grey dots: tracer released at

y < 0. upper panel:t = 4.0 Tc, lower panel:t = 4.5 Tc.

Comment on tracers entering the vortex

As already mentioned above, tracers having crossed the upwelling region and having been entrained385

by the vortex spiral inwards along the unstable manifolds (Fig. 10). Their motion becomes mainly

rotational and therefore they do not enter the center of the vortex in the finite lifetime of the vortex.

This leads to the question how tracers get into the interior of the vortex at all. The only possible ex-
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entering the observation region.
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Fig. 12. Tracer released at the left boundary, black dots: tracer
released aty > 0, grey dots: tracer released aty < 0. upper panel:
t = 4.0 Tc, lower panel:t = 4.5 Tc.
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From the Lagrangian point of view the concentrationcL(t)

along the trajectoryrL(t) of an infinitesimal fluid parcel is
considered, whererL is a solution of:

ṙ = u, r(0) = rL(0) . (6)

Then Eq. (5) becomes:

d

dt
cL = Fc(cL(t)) , cL(t) = c(rL(t),t) . (7)
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interplay of hydrodynamic and biological time scales. The abundance of both species in a parcel

20

Fig. 14.Colors denote the backward residence timesτ−
res(r,t)

Tc
of the

flow field for t = 0.8 Tc.

This way the dynamics of a reaction-advection system can be
understood simply as the dynamics of infinitely many fluid
parcels, which evolve following Eq. (7). Since diffusion is
assumed to be zero, there is no coupling between the indi-
vidual parcels and they evolve independently. However, not
all fluid parcels evolve identically. Due to the upwelling re-
gion in our model the nutrient input into a parcel depends on
its trajectory and thus:

Fc(cL(t)) = Fc(cL(t),S(rL(t))) . (8)

However, we can consider two different kinds of parcels:
Parcels crossing the upwelling region and parcels not cross-
ing the upwelling region. The biological model within
parcels not crossing the upwelling region evolves as in Fig. 4
(upper panel) following:

d

dt
c
(1)
L = Fc(c

(1)
L ,Slow) with c

(1)
L (0) = c0 (9)

andc ∈ {N,P1,P2,Z}

wherec0 is the concentration at the left boundary of the ob-
servation region. Thus, the concentration for a given point
and time only depends on the (i) time the species need to
grow in the parcel and (ii) the time the corresponding parcel
has been in the observation regionτ−

res(r,t) (backward resi-
dence time):

c(r,t)= c
(1)
L (τ−

res(r,t)). (10)

where the trajectory corresponding toc(1)
L has not crossed

the upwelling region. Therefore, inhomogeneous concentra-
tion distributions can simply be caused by inhomogeneous
residence times (Fig. 14) which are typical for open chaotic
flows. The backward residence timesτ−

res(r,t) of the flow
(Fig. 14) show filaments with a residence time of about 1Tc =

30 d in the interior and exterior of the vortex at (t = 0.8 Tc).
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Fig. 15. Histogram of the timeτ
up
0 which particles released at the left boundary of the observation region need

to enter the upwelling region (upper panel). Histogram of the residence timesτup
res in the upwelling region

(lower panel).

in the upper right area of the observation region where tracers are horizontally advected without be-

ing entrained.

3.3 The Dependence of Average Concentrations on Diffusivity and Vortex Strength470

In this subsection we will discuss the influence of diffusivity and vortex strength on the spatio-

temporal average of the phytoplankton groups. By spatio-temporal average we mean the spatial

average over the observation region and the temporal average over one period of the flow. In the

previous subsection we tried to explain the phenomenon of inhomogeneous distributions of different

phytoplankton groups in the framework of pure advective transport of fluid parcels containing nu-475

23

Fig. 15. Histogram of the timeτup
0 which particles released at the

left boundary of the observation region need to enter the upwelling
region (upper panel). Histogram of the residence timesτ

up
res in the

upwelling region (lower panel).

The biological time scale of a parcel not crossing the up-
welling region is given by the time that groupP2 needs to
reach the maximum abundance which is given byτP2 ≈ 20 d
(Fig. 4). This allows for high abundance ofP2 in the interior
and exterior of the vortex in Fig. 5c and d. The fine struc-
tures however are not visible due to strong diffusion in our
coupled model (compare Figs. 5d and 14). This described
mechanism leads to the bloom-like behavior of speciesP2 in
both vortices and has also been discussed for the one-species
case in Sandulescu et al. (2007, 2008). The plankton inside
the vortices has enough time to grow while parcels not being
entrained leave the region in around 0.5 Tc = 15 d not reach-
ing very high concentrations ofP2.

The second kind of parcels do cross the upwelling re-
gion. The biological evolution of these parcels additionally
depends on (iii) the time it takes to enter the upwelling re-
gion after being released at a boundary and on (iv) the time
they spend in the upwelling region. Most parcels enter the
upwelling region afterτup

0 ≈ 0.07 Tc = 0.75 d (Fig. 15 up-
per panel) and leave it again afterτ

up
res≈ 0.025 Tc = 0.75 d

(Fig. 15 lower panel). Thus, the majority of these parcels ex-
perience a high nutrient input in the time interval[τ

up
0 ,τ

up
0 +

τ
up
res] following:
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Fig. 16. Biological evolution of a fluid parcel crossing the upwelling region in the time[0.06, 0.06 + 0.025] Tc

trients. However, in the open ocean turbulent mixing is an important process occurring on smaller

scales than the mesoscale structures described by our hydrodynamic model. Therefore, we expect

that the global picture will be influenced by turbulent diffusion.

For our simulations we chose an eddy diffusivity ofD = 10 m2

s
. This diffusivity corresponds to a

scale of10 km (Okubo, 1971), the order of mesoscale structures of the flow.Thus, it is an approxi-480

mate upper boundary but smaller values forD down toD = 1 m2

s
can be realistic, corresponding to

a scale of missing turbulent structures of1 km.

A variation of the eddy diffusivityD in the interval[0, 12] m2

s
revealed that the abundance of plank-

ton groupP1 decreases with increasingD while the dominance of the phytoplankton groupP2

increases more and more. This dominance appears even more pronounced when plotting the ratio485
P1

P2
(Fig. 17). Chaotic advection by our model flow leads to an incomplete mixing of plankton and

nutrients in the observation region. The filamental-like transport of nutrients allows for the inhomo-

geneous plankton distributions in our model. The decrease of P1

P2
can be attributed to two effects:

First, diffusion leads to mixing on smaller scales and therefore weakens the spatial separation of

the plankton groups. This effect leads to a higher competition and therefore to a decreasing ratio490
P1

P2
. Second, and in our case more importantly the small scale mixing leads to a faster dispersion

of high nutrient concentrations which is needed for an accelerated growth of groupP1. This effect

is enhanced by the mesoscale structures in our flow. Shortly after crossing the upwelling region

the nutrient concentration in a fluid parcel rises rapidly before it drops down due to consumption

by phytoplankton. Strong diffusion due to strong nutrient gradients sets in before this drop down.495

The nutrients rotating in the exterior of the vortex diffusetowards the interior where the groupP2 is

highly abundant. Due to this high abundanceP2 consumes the nutrients much faster than groupP1.

24

Fig. 16. Biological evolution of a fluid parcel crossing the up-
welling region in the time[0.06,0.06+0.025] Tc.

d

dt
c
(2)
L = {

Fc(c
(2)
L ,Shigh) , t ∈ [τ0,τ0+τ

up
res]

Fc(c
(2)
L ,Slow) , otherwise

(11)

with c
(2)
L (t = 0) = c0

This leads to a biological time scale ofτP1 ≈ 8 d to reach the
maximum abundance (Fig. 16).

In the edge of the lower vortex and in the filament in the
upper right area of the observation region tracers with a res-
idence time of about 0.25 Tc ≈ 8 d can be found (Fig. 9)
which matches the biological time scaleτP1 leading to the
high abundance of phytoplankton groupP1.

Varying the size and position in a moderate way meaning
tracers crossing the upwelling region can still be entrained by
the vortex (see Sect. 3.2.1) changes the time scalesτ

up
0 and

τ
up
res which leads to a change ofτP1.

It turns out that a change in position and thereforeτ
up
0

has only weak effects. It just leads to a small time shift
of the biological behavior. The size of the region however
has a stronger effect. As an illustrative case we consider a
large upwelling region[0,2]×[2,3] leading toτup

resup to 0.1.
Using this value in Eq. (12) yields a much higher peak in
the evolution of speciesP1. Obviously this will lead to a
stronger bloom ofP1 in the spatio-temporal patterns as well.
The time scale of the growth ofP1 is only slightly effected
with τP1 ≈ 0.23Tc ≈ 7 d. Looking again at Fig. 9 shows that
parcels have less time to spiral inwards into the vortex inte-
rior but the qualitative behavior will be very similar. We thus
conclude that size and position of the upwelling region are of
minor importance.

Further simulations varying the vortex strength and the
Ekman velocity show no qualitative change in the observed
patterns. However, if the vortex strength is too low for any
entrainment of nutrients by the lower vortex, the bloom of
phytoplankton groupP1 can only be observed in the nutrient
plume in the upper right area of the observation region where
tracers are horizontally advected without being entrained.
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This effect also explains the high abundance ofP2 in the exterior of the lower vortex (compare (c)

and (d) in Fig. 5).

500

Varying the vortex strengthω in a realistic range (according to Sandulescu et al. (2006))reveals

a decrease ofP1 and an increase ofP2 with increasingω also leading to a decrease of the ratioP1

P2

(Fig. 18). This dependence onω can have multiple reasons. A change ofω can change the amount

of entrained nutrients in the vortices, the time parcels spent in the upwelling region, the residence

time of the flow and the net flux through the observation region. Furthermore, a change ofω leads505

to a change of the impact of diffusion due to a changing size ofthe vortices as a lowerω leads to

a smaller vortex structure (compare again Fig. 11 (c) and 13). Hence, increasingω means that the

ring in the exterior of the vortex becomes larger and with it the area for the diffusive flux. This

leads finally to an enhancement of the diffusive influence with increasing vortex strength yielding a

decrease ofP1 while increasing the dominance ofP2. This idea is supported by the increase of the510

diffusive effect (P1

P2
(D = 10 m2

s
) − P1

P2
(D = 0 m2

s
)) with increasingω (Fig. 19).

4 Conclusions

We investigated the spatio-temporal abundance of two different functional groups of phytoplankton

competing for the same nutrients in the wake of an island close to an upwelling region. This in-515

vestigation was carried out by a model of reaction-advection-diffusion equations resulting from the

coupling of the hydrodynamic flow in a wake of an island and a simplified biological model of a

food web. The biological model consists of three trophic levels: nutrients, two functional groups
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Fig. 17. Ratio of the spatio-temporal average abundance of the two
phytoplankton groups versus the eddy diffusivity.

3.3 The dependence of average concentrations on
diffusivity and vortex strength

In this subsection we will discuss the influence of diffusiv-
ity and vortex strength on the spatio-temporal average of the
phytoplankton groups. By spatio-temporal average we mean
the spatial average over the observation region and the tem-
poral average over one period of the flow. In the previous
subsection we tried to explain the phenomenon of inhomo-
geneous distributions of different phytoplankton groups in
the framework of pure advective transport of fluid parcels
containing nutrients. However, in the open ocean turbu-
lent mixing is an important process occurring on smaller
scales than the mesoscale structures described by our hydro-
dynamic model. Therefore, we expect that the global picture
will be influenced by turbulent diffusion.

For our simulations we chose an eddy diffusivity ofD =

10 m2

s . This diffusivity corresponds to a scale of 10 km
(Okubo, 1971), the order of mesoscale structures of the flow.
Thus, it is an approximate upper boundary but smaller values

for D down toD = 1 m2

s can be realistic, corresponding to a
scale of missing turbulent structures of 1 km.

A variation of the eddy diffusivityD in the interval

[0,12] m2

s revealed that the abundance of plankton groupP1
decreases with increasingD while the dominance of the phy-
toplankton groupP2 increases more and more. This domi-
nance appears even more pronounced when plotting the ratio
P1
P2

(Fig. 17). Chaotic advection by our model flow leads to
an incomplete mixing of plankton and nutrients in the ob-
servation region. The filamental-like transport of nutrients
allows for the inhomogeneous plankton distributions in our
model. The decrease ofP1

P2
can be attributed to two effects:

first, diffusion leads to mixing on smaller scales and there-
fore weakens the spatial separation of the plankton groups.
This effect leads to a higher competition and therefore to a
decreasing ratioP1

P2
. Second, and in our case more impor-

tantly the small scale mixing leads to a faster dispersion of
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of phytoplankton and zooplankton. One of the modeled phytoplankton groups can only survive for

a high availability of nutrients while the other one was better adapted to a situation of low nutrient520

availability. The spatio-temporal distribution of these different groups was studied for the situation

of a low inflow of nutrients and plankton at the left boundary of the observation region. This low

inflow can be understood as an oligotrophic open ocean assumption.

We showed that the interaction of mesoscale vortices and a close enough upwelling region has a

strong influence on the composition of the phytoplankton community in the wake of an island. The525
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Fig. 18. Ratio of the spatio-temporal average abundance of the
two phytoplankton groups versus the vortex strength. circles:D =

10m2

s , crosses:D = 0m2

s .

high nutrient concentrations which is needed for an accel-
erated growth of groupP1. This effect is enhanced by the
mesoscale structures in our flow. Shortly after crossing the
upwelling region the nutrient concentration in a fluid parcel
rises rapidly before it drops down due to consumption by
phytoplankton. Strong diffusion due to strong nutrient gradi-
ents sets in before this drop down. The nutrients rotating in
the exterior of the vortex diffuse towards the interior where
the groupP2 is highly abundant. Due to this high abundance
P2 consumes the nutrients much faster than groupP1. This
effect also explains the high abundance ofP2 in the exterior
of the lower vortex (compare (c) and (d) in Fig. 5).

Varying the vortex strengthω in a realistic range (accord-
ing to Sandulescu et al., 2006) reveals a decrease ofP1 and
an increase ofP2 with increasingω also leading to a de-
crease of the ratioP1

P2
(Fig. 18). This dependence onω can

have multiple reasons. A change ofω can change the amount
of entrained nutrients in the vortices, the time parcels spent
in the upwelling region, the residence time of the flow and
the net flux through the observation region. Furthermore,
a change ofω leads to a change of the impact of diffusion
due to a changing size of the vortices as a lowerω leads
to a smaller vortex structure (compare again Figs. 11c and
13). Hence, increasingω means that the ring in the exte-
rior of the vortex becomes larger and with it the area for
the diffusive flux. This leads finally to an enhancement of
the diffusive influence with increasing vortex strength yield-
ing a decrease ofP1 while increasing the dominance ofP2.
This idea is supported by the increase of the diffusive ef-

fect (P1
P2

(D = 10 m2

s ) −
P1
P2

(D = 0 m2

s )) with increasingω

(Fig. 19).
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4 Conclusions

We investigated the spatio-temporal abundance of two dif-
ferent functional groups of phytoplankton competing for the
same nutrients in the wake of an island close to an up-
welling region. This investigation was carried out by a model
of reaction-advection-diffusion equations resulting from the
coupling of the hydrodynamic flow in a wake of an island
and a simplified biological model of a food web. The bio-
logical model consists of three trophic levels: nutrients, two
functional groups of phytoplankton and zooplankton. One
of the modeled phytoplankton groups can only survive for a
high availability of nutrients while the other one was better
adapted to a situation of low nutrient availability. The spatio-
temporal distribution of these different groups was studied
for the situation of a low inflow of nutrients and plankton at
the left boundary of the observation region. This low inflow
can be understood as an oligotrophic open ocean assumption.

We showed that the interaction of mesoscale vortices and a
close enough upwelling region has a strong influence on the
composition of the phytoplankton community in the wake of
an island. The entrainment of nutrient rich water by the vor-
tices and the interplay of hydrodynamic and biological time
scales allow a spatially inhomogeneous distribution of the
different phytoplankton groups leading to inhomogeneous
dominance patterns. Depending on the transport of nutrients
either one or the other phytoplankton group is dominant. It is
important to note that the dominance of the groupP1 which
prefers high nutrient abundance is not confined to the up-
welling region but its bloom-like behavior occurs in other
regions far away from the upwelling but connected to it by
the fluid flow. Furthermore, we emphasize thatP1 dominates
here despite the fact that it would normally die out without
the upwelling region.

The composition of the phytoplankton community can be
different for vortices differing in position and their sign of
vorticity. The group better adapted to a situation of low nu-

trient availability shows a high abundance around the island
itself andwithin every vortex. This localized bloom is caused
by the interplay of hydrodynamic and biological time scales.
Fluid parcels trapped by the vortices stay long enough in the
observation region to experience a bloom-like behavior. This
phenomenon has been observed already in Sandulescu et al.
(2007, 2008) for only one phytoplankton group. The phyto-
plankton group which needs a high nutrient availability for
survival only occurs inevery second, namely the lower vor-
tex which is further away from the upwelling region. Ad-
ditionally, this group can be observed in those places where
nutrients are transported with the horizontal main flow. The
different signs of vorticity of the vortices lead to different
mesoscale structures of transport barriers in the flow. This
way nutrients released above the island (not too close) can
only get entrained by the lower vortex with a positive vortic-
ity. Therefore, the phytoplankton group needing a high nutri-
ent supply can only survive in the region of the lower vortex.
Focusing on the phytoplankton abundances in the vortex re-
gions reveals a different periodicity of abundance peaks for
the two phytoplankton groups.

The composition of the phytoplankton community also
varies in the interior and exterior region of a vortex. We
showed that the fluid parcels coming from the upwelling re-
gion and getting entrained by the lower vortex cannot enter
the interior of the vortex within its finite lifetime. They spi-
ral inwards but cannot reach the center before the vortex dis-
sipates. This incomplete mixing of the vortices is the first
key factor leading to the different composition of the phyto-
plankton community in the exterior and interior of the vortex.
Furthermore, the biological time scale for the growth of the
phytoplankton in fluid parcels having crossed the upwelling
region plays an important role. The phytoplankton group
adapted to a high nutrient availability grows very quickly in
these parcels due to a fast uptake of the nutrients which en-
tered the fluid parcel while crossing the upwelling region.
Spiralling inwards into a vortex, the nutrients are consumed
and the phytoplankton group with high nutrient needs looses
the competition with the other phytoplankton group leading
to a low abundance in the interior of the vortex. This is a sec-
ond factor for the rather thin ring of high abundance of this
group.

By introducing the concept of anarea of entrainmentof
the vortices we showed that the observed transport phenom-
ena and thus also the dominance patterns do not exclusively
occur for our special choice of upwelling region and vortex
strength. We showed how the vortex strength changes the
area of entrainment and how this can lead to the existence of
a criticalω not allowing entrainment into any vortex.

Bracco et al. (2000) found similar dominance patterns in
the mesoscale vortices of geostrophic turbulence. However,
in their work the effect was based on the assumption that
the different species enter the observation region from dif-
ferent initial positions. The incomplete mixing of species
by eddies protected the less fit species from competition and
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hence high abundance of the weaker species could be found
in the center of the vortices. This behavior could also be
expected in our model if we choose a separated inflow of
different phytoplankton groups in the upper and lower part
of our left boundary. We also showed that tracers entering
the observation region above the island cannot enter the in-
terior of the upper vortex and tracers entering from below
the island cannot enter the interior of the lower vortex. This
transport phenomenon would also lead to a survival of a less
fit phytoplankton group in our model. In contrast to Bracco
et al. (2000) we assume a homogeneous inflow condition of
plankton and nutrients. Only the inhomogeneous mixing of
nutrients due to the mesoscale hydrodynamic structures is of
importance for the here reported phenomenon of dominance
patterns.

Additionally, our study revealed that the composition of
the phytoplankton community depends strongly on the eddy
diffusivity of the model. A higher diffusion leads to a more
uniform distribution of nutrients and thus to a decrease of the
phytoplankton group with high nutrient needs. This effect is
even enhanced by an increasing vortex strength of the flow.
A higher vortex strength leads to bigger vortices allowing for
a bigger area of diffusing nutrients. The interplay of small
scale turbulence and hydrodynamic mesoscale structures is
therefore an important factor for the composition of the phy-
toplankton community. In our study we assumed a constant
eddy diffusion in the flow. A more realistic approach by
estimating spatially varying diffusion coefficients from the
velocity field could lead to new insights into this interplay
of hydrodynamic motion on different scales and plankton
growth.

There are several other factors which might be important
but which are not taken into account. One of them is a pos-
sible additional upwelling caused by a vortex itself. This up-
welling has been studied in e.g. Martin and Richards (2001);
Martin and Pondaven (2003). It is hard to parameterize this
vertical transport in a two-dimensional model but the effect
could definitely be important and should be included into fu-
ture research. However, this upwelling does not always occur
(Paterson et al., 2008).

Another potentially important factor is the dependence of
the results on the exact values of the upwelling rates in the
deep ocean and in the upwelling region. However, moder-
ate changes of these rates do not lead to a qualitative change
of the reported phenomena in our model. The values of the
upwelling ratesS chosen here yield strongly pronounced pat-
terns providing a good illustration of the effects.

Finally, we discuss the simplicity of our biological model
which describes a phytoplankton community as a union of
only two functional groups and uses only one kind of nutri-
ent. However, we believe that our main results remain valid
when extending the model to various nutrients and more phy-
toplankton groups. Because of the simplicity of the model
we are able to obtain general results. The mechanism of in-
homogeneous nutrient transport and the different response of

species to nutrient input is likely to play an important role in
a realistic ecosystem as well. Of course in this case not only
the amount of nutrients is important but also the ratio of dif-
ferent kinds of nutrients. Nevertheless, we expect the same
mechanisms to influence strongly the competition among the
species and to yield even more complicated dominance pat-
terns of species.

A Kármán vortex street in the wake of an island is an
ubiquitous phenomenon in the ocean and we obtained our
results for a realistic parameterization guided by the Canary
archipelago close to the African Coast. Thus, the flow time
scales observed are of a realistic order of magnitude. Since
the chosen biological time scales are of a realistic order as
well this suggests that similar patterns are likely to occur in
reality.

Furthermore, we expect similar mechanisms to be impor-
tant in various situations since the key ingredients such as
inhomogeneous nutrient transport and a different response
of species to nutrient concentration or just the ratio of dif-
ferent kinds of nutrients are rather general. Mesoscale hy-
drodynamic structures inducing inhomogeneous transport of
nutrients can be found for example in the general case of two-
dimensional mesoscale turbulence. We expect more complex
patterns in this case due to the irregular spatial and temporal
behavior of the flow. But if the hydrodynamic time scales as
e.g. the persistence time of eddies in the flow matches realis-
tic biological time scales the plankton distribution will show
a spatio-temporal variability caused by the same mechanism.
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