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Abstract. We present the construction of a dynamic areais a self-regulating complex system. It has been proposed
fraction model (DAFM), representing a new class of mod- (Lovelock 1972 Lovelock and Margulis1974) that the bio-
els for an earth-like planet. The model presented here hasphere plays a key role in this climatic self-regulation. How-
no spatial dimensions, but contains coupled parameterizaever, the presence of water on earth was a prerequisite for
tions for all the major components of the hydrological cy- life to have originated, and for it to have evolved since then.
cle involving liquid, solid and vapor phases. We investigate Indeed, water is the fundamental substance supporting the
the nature of feedback processes with this model in reguexistence of all life on earth and connecting it to the environ-
lating Earth’s climate as a highly nonlinear coupled system.ment. The global hydrological cycle involving the movement
The model includes solar radiation, evapotranspiration fromof fresh water through the complete planetary system and the
dynamically competing trees and grasses, an ocean, an iaexistence of water in three phases (liquid, solid and vapor)
cap, precipitation, dynamic clouds, and a static carbon greendistinguishes Earth from apparently lifeless planets such as
house effect. This model therefore shares some of the charaddars and Jupiter. These broad observations suggest that the
teristics of an Earth System Model of Intermediate complex-water cycle plays a key role in climatic self-regulation on
ity. We perform two experiments with this model to deter- earth with or without the existence of a biosphere, and serve
mine the potential effects of positive and negative feedbackss a focus for this article.
due to a dynamic hydrological cycle, and due to the relative We will demonstrate, using a relatively simple nonlinear
distribution of trees and grasses, in regulating global meardynamical model, that the presence of an active water cycle
temperature. In the first experiment, we vary the intensity ofon earth can play a key role in the regulation and evolution
insolation on the model's surface both with and without an of its temperatures. Oceans act as low-albedo heat sinks and,
active (fully coupled) water cycle. In the second, we test thein conjunction with the atmosphere, circulate to bring heat
strength of feedbacks with biota in a fully coupled model by to the poles. Polar ice caps reflect a large percentage of in-
varying the optimal growing temperature for our two plant coming radiation. Clouds block both short-wave radiation
species (trees and grasses). We find that the negative feedntering the atmosphere and long-wave radiation leaving it,
backs associated with the water cycle are far more powerfulvhile precipitation and evaporation processes move heat and
than those associated with the biota, but that the biota stillvater between the ground, oceans and the atmosphere. Evap-
play a significant role in shaping the model climate. third ex- otranspiration processes couple all of this to biota, which in
periment, we vary the heat and moisture transport coefficienturn are an important contributor to the carbon cycle. These
in an attempt to represent changing atmospheric circulationsand other global bio-geochemical processes consist of pos-
itive and negative nonlinear feedbacks, and provide a basis
for understanding the role of the hydrological cycle in the
self-regulation of planetary temperatures.

Our simple nonlinear model, called a Dynamic Area Frac-

Earth’s climate has remained surprisingly stable since its fortion Model (DAFM), ‘has zero spatial dimensions (0-D)

mation four and a half billion years ago, a situation which has(Nordstrom et al.2004 Nordstrom 20032). Itis a box model,

led to the hypothesis that the Earth Climate System (ECsJ" Which the key biophysical processes involving the water
cycle interact dynamically. The boxes of this model expand

Correspondence td. M. Nordstrom or contract dynamically as a result of these interactions. The
(knordstrom@comcast.net) 0-D structure of the model greatly simplifies specification

1 Introduction
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of spatial variabiltiy of biophysical processes and forcings.2.1 Naming conventions
It allows us to test to what degree they contribute to the
self-regulation of the planetary climate. This model consists of 6 regions and subregions, and local
Although it is possible to generalize the DAFM framework variables associated with each region are labelled with a sub-
to include a larger number of boxes than considered here, ofCtipti to denote regional dependence. This subscript can
to explicitly include spatial dimensions, we believe that it is take the value for trees,g for grassesd for bare ground
necessary to first understand the role of the key dynamicaf dirt”), o for oceanacc for accumulation zone, arb! for
processes involved in climatic self-regulation in their sim- ablation zone. If the subscript refers to the ice sheet as a
plest form. Insights in this paper will provide a foundation on Whole, it is denoted by a capital lettér Global mean quan-
which to base further generalizations. Our motivation for thistities without regional dependence are denoted by an overbar,
work is to understand all zero-order dynamical processes and@S In7'.
their interactions through the water cycle while still main-  On each region, there are four prognostic variables to up-
taining maximum simplicity. The complexity of a climate date. These are the region sizethe temperaturé;, the pre-
model increases with added spatial dimensions, additiona¢ipitable waten;, and the soil moisture;. Each region also
processes, or boxes, all of which increase the number of inhas several diagnostic variables associated with it, each of
teracting parameters. Many of these parameters are poorlyhich affects the update for the prognostic variables. These
known. A complete error analysis or even a consistent interdiagnostic variables include precipitatiéh evaporatiorg;,
pretation of cause and effect becomes more difficult as modegloud albedoA.;, greenhouse greyness, and cloudiness
complexity increases. dci-
On the other hand, models with low spatial dimensions and  Finally, each region includes a transport term for each of
a small number of boxes have been used quite successfull&he three transverse fluxes, heat, atmospheric moisture, and
in a variety of climate application8(idyko, 1969 Paltridge soil moisture. These are denoted By;, whereH is the flux
1975 Watson and Lovelogkl983 Ghil and Childressl987  in question. The DAFM adjustment terniy;, which will
Harvey and Schneidef987 O’Brian and Stephens995 be introduced below and are necessary to establish global
Houghton et al.1995 Svirezhev and von BlgH.998. How- conservation of quantitied, follow a similar convention.
ever, they generally lack many of the basic interactions which
define our climate system. These can include an interactivé-2 Energy balance

hydrological cycle, cryosphere, biosphere, and biogeochem- i
ical cycles. We will present the construction of a DAFM rep- 1€ DAFM framework used here was introducedNord-

resenting a new class of 0-D model of an earth-like planetStrom et al(2004 to remove the assumption of perfect local
with coupled parameterizations for all the major componentd'0meostasis through the albedo-dependent local heat transfer
of the hydrological cycle involving liquid, solid and vapor €duation in the Daisyworld model &ffatson and Lovelock

phases. This model therefore shares some of the charactd-983- It was pointed out byeber(200) that the regu-
istics of an Earth System Model of Intermediate complexity lation of qual temperatures n Daisyworld, or homeostags,
(EMICS) (Claussen et al2002. We leave the addition ofa W8S proscribed by the biota independently of solar forcing.

dynamic carbon feedback for future work, though the carborf*dditionally, the strength of the model's homeostatic behav-
greenhouse effect is included in static form. ior, its main result, was forced to depend on an arbitrary pa-

We begin by describing the construction of our model in rameter associated with the heat transport. The DAFM for-

Sect2, and discuss feedbacks and parameter estimation irr1nulat|0n enabled us to interpret the Daisyworld heat trans-

Sects3 and4, respectively. In Sec, we present two sim- port parameter physically, thus removing the artificiality in

ple experiments with this model and the results for each Inits parameter set. This representation also resulted in global
Sect 6. we conclude " temperature self-regulation similar to that in Daisyworld, de-

spite the removal of the assumption of perfect local home-

ostasis. Under the DAFM framework used Mordstrom

et al. (2004, we stipulated local temperature adjustments

2 Model description due to solar radiative forcing in each box, and constrained
the total energy of the planet to satisfy energy conservation.

A model of even this “limited” complexity contains a rela- We will follow the same approach here for each box of our

tively large number of variables, and for this discussion con-DAFM climate model.

sistent naming conventions are important for clarity. Sec- We use a constant heat capacity across the systemn,

tion 2.1 describes these conventions. Representing such the energy balance equation, rather than differentiating it be-

complex system with a DAFM requires establishing dynam-tween land and ocean boxes. Estimates oiary widely

ics for energy balance and for other intrinsic variables, and(Harvey and Schneidet98% for both ocean and land, but

it requires adding area fraction dynamics for oceans and icave takec,=3x 10'%7/m?K as a representative value. Ac-

caps. We shall describe the representation of these compaounting for variations i, by region will be addressed in

nents as well as other aspects of the hydrological cycle irfuture versions of the model. The results of the model in

Sects2.2-2.6. its steady state are relatively insensitive to the value0f
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though integration paths in time vary, singgit provides an  such that
effective timescale for temperature update. , , ,

Regional temperatures in the model update through radia = €1+ @2 = cparl1 + cpazlz + cpdar(Ty — 12) @)
tive balance = 0+ cpdar(T1 — T2).

c,,T'i = Rini — Rour,i + Fri + Kri (1) This is clearly false, since no heat has been added to the sys-
tem and therefor@’=Q. For consistency, the new heats of

in which R;, is the net incoming shortwave radiation at the regions 1 and 2 should be

surfaceR,,; is the net outgoing longwave radiation from the
surface, Fr; represents the interregional heat transfer, 01 = cparTr + cpdar1To (8)
is the DAFM term exp!am_ed below in Eqsa)(a_nd _aO). T; 0}y = cplaz — 8a1) T,

represents a total derivative of temperature in time. These
guantities are defined to be respectively. To account for this, the term added to the en-
ergy balance for region 1 must bga; K71=c,éa1(T1—T>2)

Rini = SLA; (1= aciAci) @ and that added to region 2 must bEr,=0 such
Rouri = ol(1— ac)(X = v) T + ai T (38)  that the intrinsic quantites7y and 7> update by
Fri = Dr(T —T) (4)  Kp=6(a)(T1—T2)/a1=6In(a1)(T1—T2) and Kr,=0,

respectively.
with S the insolation of the present-day earth averaged over a Gpenerali)z/ing a region with some intrinsic quantity

H H H /
sphere/ the ratio of the model insolation ®, A; the local (¢ g temperature, column atmospheric moisture per unit
mean co-albedo for a regiom,; the region mean cloudiness, 4163 column soil moisture per unit area, column carbon diox-

A the region mean cloud albede,the Stefan-Boltzmann jge per unit area, etc.) that expands into another region by an
factor for blackbody radiation, -1v; the greenhouse factor areada;, updatest; by 8a 8 H;;, wheres H; is the difference
in the longwave greybody ternT, the cloud-top tempera- , quantitiest between the original region and the one it ex-

ture, andc,, the column-integrated heat capacity pet of panded into. A region that contracts, on the other hand, does
the ear_th.DT is a co_efflc_le_nt of heat transfer, an(_j th_e _form not updateH. For simplicity, we assume that every region
of Fr; is used for simplicity Budykg 1969. While itis  gycept the accumulation zone, which is surrounded by an ab-

clear that using a single coefficiedty for every region of  |4tion zone, expands into and contracts against the region of
the model is technically not accurate, it is also clear that Wepa e 1and. This can be written as

must do so in order that théy; terms integrate to zero over
the globe. The error thus introduced should be investigatedK g, = 8 In(a;)(H; — Hyg) 9)
in a future model by using a more realistic representation of .
heat transport. It is important to note that in a DAFR),, ;, for all such regions. The update féf; can be found from
Rout.i» andFr; are terms with specific physical significance, the conservation condition,
whereasK 7; is present for accounting purposes. Kig = _[Z a: K nil/aq. (10)
i#d
Specific regions in the model grow and contract according
The update of local variables in a DAFM is relatively to their own rules. For instance, oceans and ice caps evolve
straightforward, since it is a box model, except for the ad-according to water mass conservation, as described below.
dition of an extra term to account for the movement of local Vegetated areas, on the other hand, evolve according to the
boundaries. This term incorporates the adjustment of locally-simple population dynamic rules
conserved quantities like water mass and energy, and it per-
forms an instantaneous averaging over the region. a; = ai (B(Ti)aa —v) i=bw. (11)
To understand the term, consider a system with two re-jare we are using
gions of areaa; anday;=1—ay; and temperatureg; and7s.
The heat capacity for the systemdg, so the total heat of B(T;) =1—k(T; — T(,p,)2 (12)
the system iD=0Q1+Qor=cpa1T1+cpazT>. Now let region
1 expand bysa; into region 2, without the addition of any
more heat from outside the system, and without accountin
for any entropy effects from birth-death processes. Cag=1-— Z a; (13)
If we were to calculate energy balance with no correction -

to account for regional expansion, the new heat of region 1 . .
would be g P g Is the bare land fraction ang is the death rate for the

species. This equation is known as the Lotka-\Volterra equa-
Q) = cplay + 8a))Ty (5) tion (Boyce and DiPrimal992, a simple model of competi-
tion between two species for a single resource, space to grow.
Note that both the birth and death ratesi@)(should ar-
Q5 = cplaz — 8a1)Tr (6) guably also be functions of some other local variables, such

2.3 Dynamic areas

as the birth rate of a species per unit area, @jth the opti-
dnal temperature for both species’ birth rate. The factor

and the new heat of region 2 would be be
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Cloudiness vs. Precipitation over Beijing, 1951-1990 space and time, and to accurately represent this requires a
‘ ‘ I very sophisticated parameterization. We elect, therefore, to
simply view precipitation as the mechanism by which the at-
] mosphere sheds excess water. As such, we leave a convec-
o | tion parameterization for the future and keep track of only
< XF % x annual mean rainfall, which has units of mass over time.
i The timescale should depend inversely upon local saturation,
since a highly saturated atmosphere will rain more quickly

Cloudiness

m=0.101303 1 .
#'=0.0952575 than an unsaturated one. We therefore write
Pl' = f/ w; = (frip)wi, (16)
after the parameterization used Bgul(1996, which devel-
04 ‘ ‘ - oped annual rainfall proportional to precipitable water, but
1000 with an additional power law dependence on column relative
Precipitation (mmy/yr) humidity. Mean annual regional cloudiness correlates loga-

rithmically to precipitation (Figl), so we take the regional
Fig. 1. Power law plot of rainfall and cloudiness over Beijing, cloud area fraction to be
China, 1951-1990. Data is from Wang et. al., 1993.

dci = acop,'a- (17)

as soil moisture. However, because the size of the bar@he empirical parameterg, p, ac,, anda are to be deter-
fractionay is not determined solely by the biota, including mined from data.

other variables in the vegetation birth rate overdetermines the Cloud albedoA,; is a sensitive function of cloud height
model. In such a case, trees and grasses may not simultangHobbs and Deepal 981), and we assume that clouds form
ously exist in steady state. We therefore elect to retain a birthat a constant temperatufg across our model. A linear pro-
rate dependent only on temperature. file for temperature, which we have already assumed for sat-

uration, means thatl.(7;)=(7;—1.)/y; and
2.4 Hydrological cycle (T i—=T) /v

. . Ai(T;) = Aco + kH(Ty). (18)
Water vapor is the largest greenhouse gas in the atmosphere.
Therefore, the distribution of water in the atmosphere is im-Here T, is the cloud top temperature from E@),(Vi is the
portant for specification of radiative effects like cloud re- linear slope for cloud height, anl., is the cloud albedo for
flectivity and greenhouse forcing. Functional relationshipsclouds at the surface. The linear response of cloud albedo to
between surface water vapor characteristics and column ineloud height, is an empirical parameter to be determined
tegrated water vapor have been tested with some succe$seom data.
(Choudhoury1996. We therefore choose to keep track of a  To represent evaporation, we choose a Penman-Monteith
given region’s mean precipitable water, denotgdas a sim-  resistance model of the form
ple measure of region mean atmospheric water vapor. Mass

(Rin,i - Rout,i)(p(Ti) + ptlcpa(emt(Ti) — ey

balance gives E; =
(@(TDrn + yn(rn +rsi)) Ly

) ) ) o where p, is the density of the ambient ait,,, is the heat
whereEi Is gvaporatlon,Pi |s.preC|p|tat|0n,Fw,» represents  capacity of the ambient airy, is the hydrodynamic re-
the interregional atmospheric moisture transport, & sistance of bare soily; is the “psychrometer constant”,
is the DAF adjustment for precipitable water. We use theang 1, is the latent heat of vaporization of liquid water.
Magnus-Tetens formulae for estimating thermodynamic vari- (7;) is an estimate of the derivative of the saturation va-
ables at saturation. Using the formula for saturation denor pressure,,, (7;) close to the groundMonteith, 1981)
sity ps(T) for. water vapor, we can calculate the saturation o, —, (in(m,,)+7.]¢ is the vapor pressure determined from
mass per unit area for a vertical column of atmosphere USthe column integrated moisturEfianuel 1994, andr,; is
ing a linear temperature profile with lapse rgfe-6.5K/m  the stomatal resistance of the region’s biota. Stomatal resis-

. (19)
w; = Ei — Pi + Fui + Ku; (14)

(Emanuel 1994 with tance is a function of many things, most sensitively ambient
H carbon dioxide concentrations; but also intensity of sunlight,
wsar (T7) = /(; ps(Ti + yiz)dz. (15)  ambient temperature, and ambient relative humidity. Since

carbon dioxide is fixed in this version of the model, in veg-
A measure of the total relative humidity for a column can etated regions we take resistance to be a function of relative
now be writterv; =w; /wyq (T;). humidity
Precipitation P; is, of course, difficult to represent in a
0-D model. Convective rainfall is highly variable in both r;; = 1/(hy + hor;), (20)
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settingz1=.004 m/s andi»=.096 m/s for consistency with 2.6 Ice caps
the Ball-Berry model of stomatal conductandzall et al,

1987 Pleim 1999. In non-vegetated regions, =0. Ice caps can also be represented as a dynamic area frac-
The greenhouse forcing, is taken to be a linear function tion, but the DAF must be divided into two regions, an ab-
of moisture. Here lation zone and an accumulation zone. The division between

these zones will be made by mean annual temperature, since
annual snowmelt in the polar regions is principally deter-
with v, the (constant) carbon forcing ang the absorptivity  mined by temperature and not by solar radiatiBowman

of water across the visible and thermal spectra. Both parami1982). We therefore construct a line of freezifig,, inside
eters remain to be estimated from data. of which ice sheets tend to grow and outside of which they

Soil moisture is also an important variable to track, sincegplate. The ice sheet polewardéyf.., where no significant

its distribution determines, to a Iarge extent, the abl'lty of snowmelt occurs, will be known as the “accumulation zone”;
vegetation to survive. Mass balance for the soil gives us  whereas the ice sheet towards the equator fippa will be
PwdsoitSwi = (Pi — E;i + Fyi + Kyi), (22) referred to as the “ablation zone”. This parameterization is

. . . . constructed after the model discussedsinil and Childress
for s; the soil water content in sod,;; deep; p, is the (1987

density of water. We choosB;;=D;(5—s;), andK,; anal-
ogously toK7;. Therefore, we take the death rate for biota
to be a quadratic function of, the simplest function that is

V= Ve + VyMyi, (21)

The freezing line is demarcated by a mean annual tem-
perature equal to an effective freezing temperatiiyg, dis-
: I . may then termined from the global
zero at both saturation and drought. cus_se_d belowd ;. may e be dete ed fro €9 Qba .
radiative balance by noting that the solar constant varies si-

We .W'” assume for Fhe purposes of this model that all in- nusoidally with co-latitude, and may be reasonably approxi-
terregional atmospheric transports occur through bulk MOVe: ted by a square root for easy invertability. If we aporox-
ment of air, and thus through atmospheric circulation pat- yasq y Y- PP

. : . im h lar luminositgy=S(Ag+B w n de-
terns. Then moisture transports in the atmosphere will follow at_et € sofar luminos t%. 5( ot 6+/(0)), we can de
termine a co-latitudé at which a given steady-state temper-
the movement of heat, and they should reduce when there arg : . .
" : atureTy will occur by using a steady state assumptionDn (
smaller quantities of water in the atmosphere. We therefore
. ; such that
make F,,; proportional toFr; and the ratio of global mean
precipitable waten to the mean precipitable water at the g — [(R;, (wg. Tp) + Fr.9)/Rour (g, Ty) — Ag12/B2. (26)
current luminosityw |;—1.0. This assumption yields '
D Herewy is the local atmospheric moisture at temperaiyre
Fyi = [Dm(—w |L—1o)]FTi’ (23)  which can be found through a steady state assumption on

. . . . . . a mass balance Eql4). Note thatk,, =0 becausewy is
in which D,, is a constant determined by matching moisture associated with a region of zero area.

content over the model ice caps to present day polar values The fractional area of a sphere that lies within a given

\Igvgir:(cl:io::ng?)lé)r.(ir;;avs)lubeefg&lﬁ:2%)Ifg;/rrlge found from co-latitude6’ is (1—cosd’)/2. If we assume north-south

' symmetry, this is multiplied by a factor of two such that the
25 Oceans fractional area of a globe with an annual mean temperature

lower thanTy is ay=1— cosf. Hence, the accumulation zone

Oceans may be represented by a dynamic area fraction, withas areai,..=1—costy,., 0y, is the co-latitude at which
birth rate proportional to precipitation and runoff, and with snowmelt for the year is zero, and the ablation zone has area
death rate proportional to evaporation. Thus, Aabl=0; —Agcc-
G = (o[ Py — Eo + Fiol + aapt ftice)/ My (24) Under the DAF formalism, the area of the ice sheet updates

with different precipitation- and evaporation-dependent mass
wherepc. is melt from the ablation zone of the polar caps palance rates in each subregion so that

and M, is the mass of a column of ocean water. We assume
a constant mean ocean depth for simplicity. Although thea; = aucc(Pace — Eace)/ M1 ~+ aabi(Pabi — Eapt — Napt)/ M2T7)
actual adjustment of the ocean fraction is small due to the

large value of the constant,, the effect of small changes WhereNa is a melt rate and/; is the mean mass of a col-
in a, on the hydrological cycle in the rest of the model is YMnN of ice. Note that this formulation assumes a square pro-

potentially significant. file for the ice sheet for simplicity, though it is possible to as-
The presence of the soil moisture convergence tgfp ~ SUMe other profiles, as well. Moisture and temperature vari-

included to capture the effects of runoff from land processesPles must be calculated for each subregion to clege,

requires the specification of a preferred soil moisture for theEace: Pabt, @nd Eqpi. These variables are computed from

ocean, since we can't directly write down a sensible analogthe'r respective balances at the zonal center of each subre

of soil moisture in the ocean. Then gion. _ _
~ DAF adjustment term& ;; become somewhat tricky over
Fso = Ds (S - SD), (25)

the ice. This is in part because the accumulation zone ex-
with s, a constant to be determined. pands into the ablation zone rather than the bare land fraction
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Ty, is tuned to yield an ice-cap coverage of 2.9% since the
major land ice sheets on earth, Greenland and Antarctica,

Accumulation .
cover approximately that much of earth’s surface area.

Ablation
3 Feedbacks

Bare Ground . . . .
A model of this level of complexity contains many nonlinear
processes, and as such it may be useful to enumerate feed-
Grasses backs that have been included. For this purpose, we rewrite

Egs. @) and (L4) as

Trees .
Ocean cpTi = SLA! 4+ o0 T + oan[(L—v) T — T
—SLAaciAci — o T
+Fr; + K7 (29)

the expanded local heat update equation, and
. 1 _
iy = Ei(wi, T) — £ wi™ " wari ()77 + Fui + Kuf30)

the equation for local moisture update with precipitation ex-
Fig. 2. Schematic of the layout of area fractions in this model. panded. The effect of each term in these equations is more

Ice caps are assumed to occur on the poles and to be symmetriaear when expanded, since positive feedbacks are repre-
Dashed lines denote boundaries subject to dynamics, solid lines A€nted by those terms added and neqative ones are repre-
fixed in time. Thus, all area fractions expand and contract into the y 9 P

bare ground region, except for the accumulation zone on the ice caps,ented by those §UbtraCted' .
which is surrounded by an ablation zone. The most obvious feedback is that between temperature
and the blackbody term, the 5th term 20, since it is un-
coupled to other model variables. As local temperafjia-
other regions expand into (see F&). Also, the ablation zone creases, the amount of longwave radiation released from the
expands into both the accumulation zone and the bare landtmosphere increases, evidentlyla’s This powerful nega-
fraction. The fact that the ablation zone has two regions oftive feedback provides a temperature bound for the climate
expansion means it is necessary to specify in which directiorsystem.
the ablation zone has increased or decreased. Such a spec-However, an increase in a local temperature also leads to
ification, though somewhat more complex than the DAFM increases in several diagnostic model variables. Both evap-
behavior exhibited by the other regions, is not conceptuallyoration E; (19) and precipitation?; (16) are increased, as
difficult. It simply relies on determining the growth of the is seen in more complex models (Houghton et al., 2D05
ice sheet as a whole ag, ., then deductively specifying Sincem,,, ; in the denominator of; is exponential in tem-
growth of the component parts. However, the analytical treatperature, the saturation point of the atmosphere increases, so
ment is messy and not particularly illuminating physically, m,,; increases as well.
so we will not discuss it here, other than to note that the The greyness factor; (21) therefore increases, as does
two-region expansion is accounted for in the model. Thiscloud area as a function of the precipitation and cloud albedo
two-region expansion is the basis for developing a DAFM in as a direct function of temperature (see Etjgand18). v;
higher dimensions, where one obtains a dynamically adjustappears inZ9) coupled to temperature in the 2nd term, creat-

ing grid. ing a powerful positive feedback well known as the “Green-
Over ice caps, snowmel,,; must also be computed. house” feedback.
Energy balance models of the ice shedisvyman 1982 Cloud fractiora.; appears in the 3rd and 4th terms 28).

Sandberg and Oerlemans983 Paul 1996 parameterize |ts effectin the 4th term is clearly that of a negative feedback,
monthly snowmelt linearly in terms of monthly tempera- since it is coupled to the cloud albedo which also increases
ture Ty, as Ny (T,,)=550+1100T,,—Ty)kg/yr with Ty the  with temperature. This is commonly known as the shortwave
freezing point temperature 273.15K,,, of course, does not  cloud feedback. The effect of clouds on the 3rd term is more
scale directly to an annual mean temperature, since the varcomplex; for values of the cloud top temperature

ation of monthly mean temperatures is substantial in the arc-

tic regions. To reconcile this parameterization to an annualf. < (1 — v)Y* T; (31)
mean temperature, it is necessary to replagavith an ef-
fective annual freezing temperatuf, such that ! Houghton, J., Filho, L. M., Callender, B., Harris, N., Katten-

berg, A., and Maskell, K.: IPCC Third Assessment, in draft form,
Napi = 550+ 1100 Tup; — Te) kg/m?yr. (28)  2005.



K. M. Nordstrom et al.: Role of the hydrological cycle in regulating the planetary climate system 747

Table 1. Major feedbacks included in the full model.

Feedback Effect Components involved

blackbody negative temperature, heat

cloud albedo negative atmospheric moisture, temperature
biota albedo negative plant fraction, temperature
greenhouse positive atmospheric moisture,temperature
ice albedo positive ice fraction,temperature

cloud longwave  positivd. <(1—v;)Y/4 T;: else, negative  atmospheric moisture, temperature

this feedback will be positive, but fdf.>(1—v;)4 T; this precipitation exponent for cloudiness; the surface tem-

feedback is negative! That is, for high values of the grey-perature slope for cloud albede;, the minimum albedo for

ness factor in this model, the effect of clouds in the longwaveclouds, A, ; the greenhouse greyness due to carbgonthe

can actually be to cool the planet, an interesting feedbackvater vapor slope for water vapor greyness, the preferred

to be sure. However, it must be noted that such a situatioroceanic soil moisture,,; the coefficient for the linear trans-

is not physically realistic, since heat must first escape fromport of atmospheric moisturé),,; the coefficient for the lin-

the greenhouse gases below the clouds in order to reach thear transport of soil moisturd;; the snowmelt temperature,

clouds and the model does not account for this. The possibild'.; and the cloud top temperatufg.

ity of such a feedback is thus an artifact of our assumption of We use data taken over Beijing, Chindlgng et al. 1993

a constant cloud top temperature. We can view relatddh (  to find our power law exponent,—.1, indicating a weak de-

as providing an upper bound for estimation of the parametependence for cloudiness on precipitation (Fijy. Since the

T. in the model. earth’s mean cloudiness at our current temperature is 49%,
There is an ice-albedo feedback in the model, a positivewe can findz,, from the mean conditions. The mean surface

feedback produced by the high reflective capabilities of polartemperature of the earth is around 288.4 K, its mean precip-

ice. The accumulation ange(26) increases as a function of  itable water is about 25.5 kgAnand its mean albedo is 30—

Fr.9, which increases aE decreases. Thus colder tempera- 35% (Peixoto and Oort1992. The minimum cloud albedo

tures lead to a larger accumulation of ice, which reflects moreA.,, generally associated with low-lying fog, we take to be

heat. .05 to match the albedo of the ocean. For stability the model
Other feedbacks come from the surface processes in theequiresc<1/60, and for largex the clouds become increas-

model. From Eq.11) with 8(T;) expanded ang (s;)=y, + ingly more capable of adjusting albedo to block solar input;

V' (8i—Sopt)?, thus we takec to be its minimum possible value to prevent
excessive bhias towards homeostatic behavior in the hydro-
4 = ajag — a;agk(T; — Top)? — aiy (32)  logical cycle. Then, from the earth’s mean albedo, we can

determine the cloud top temperatie
The second term in this equation is a biota albedo feedback, Ice sheets cover 2.9% of the earth’s surface, which allows
negative since it increases as the local temperature strayss to determine the annual melting temperatfife. The
from the optimal. precipitation exponeng, representing the power law depen-
Feedbacks with ocean fraction are negligible, since thedence of precipitation frequency on column humidity, we de-
percent change of the area of the ocean system is extremelgrmine by matching the frequency found from data in the
small. Major feedbacks in the model are listed in Table ice cap model oPaul(1996 at earth-like conditions in our
parameterization. We can now determine the frequency co-
efficient f from the mean column moisture on earth.
4 Parameter Estimation The moisture transport coefficient we assume to be con-
stant over the globe by construction; its value can be esti-
As with any model, the DAFM requires the specification of Mmated from the polar moisture transport listedPiixoto and
several parameters and we choose these to resemble an earfPrt (1993. For simplicity, we useD,,= D, dividing mois-
like climate. As a general and consistent rule, model paramture flux evenly between atmosphere and land. Model behav-
eters are selected to bring the system variables to approxior is relatively insensitive to variations in this parameter in
mately match annual means on earth. However, the paraméhe neighborhood of its estimated value.
terizations themselves are applied by linearly scaling the an- The carbon greyness is tuned to represent about 5% of
nual mean estimates to the time scale of model integrationthe greenhouse forcing. For a soil composed of 10% sand and
1/1000th of a year, and by varying them on that timescale. 10% clay, saturation occurs g&.45 and drought fos;~.1
Our representation of the hydrological cycle demands(Salisbury and Rosd9929. The ocean’s preferred soil mois-
specification of a fallout frequencyt; the relative humid-  tUre.so, is set to the midpoint of these two valugss=.275.
ity exponentp for precipitation; a base cloudiness,; the
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Mean Global temperatures vs. Luminosity L As such, we first compile data from a set of runs of the full
400 T AR AR ARERRRRE ARERRRRE model with solar luminosities ranging from 70% of present
i day insolation to 130%. In what follows, we shall refer to
this set with the labead(L).

For the second set of runs, labellédL), we fix all vari-
ables associated with the hydrological cycle in the model, in-
cluding regional cloudiness, regional cloud albedo, ice frac-
tion, regional precipitable water, ocean fraction, regional pre-
cipitation, and regional evaporation, to the values obtained in
the earthlike rung (L=1). Like e(L), this data set is obtained
by varying L. Vegetation fractions and energy balances are
the only climate components i (L) allowed to respond to
ssoboi L L L L L changes in insolation.

0.70 0.80 0.90 1.00 1.10 1.20 1.30 The contrast between the surface temperature values in
Luminosity L (Smodet /Scartn) the full model and those in that without water feedbacks is
_ _ o striking (Fig.3). Changes in the global mean temperature in
Flg. 3. Comparlson pf glo_bal mean temper_atlTre/s. luminosity (L) are substantially smaller than they areliaL), indicat-
L in a DAFM integration with fixed hydrological cycle to a DAFM g that an active hydrological cycle represents a tremendous
with a dynamic hydrological cycle. Biota is dynamic and identi- net negative feedback for all values bf This result is par-
cally forced in both plots. The hydrological cycle in the full DAFM . . o
X e ticularly interesting in light of the fact that two very strong
produces an exceptionally strong stabilizing effect. . . .
and extremely important positive hydrological feedbacks are
present inc(L) but not in® (L), namely the ice-albedo and

Taking a conservative estimate of the carbon greenhous8Ydrological greenhouse feedbacks.
greyness, we can determing finally from the earth’s mean Since these are well-known to be positive feedbacks, other
temperature. Values of parameters used in our model runBydrological quantities in the radiative balance must be re-
for this analysis are listed in Tabl@sand3. sponsible for this behavior. The only ones remaining are the
nonphysical longwave cloudiness effect and the shortwave
cloud albedo effect, which represent two possible mecha-
5 Analysis nisms for a stabilizing effect. The first is due to an increase
of both cloud area and cloud albedo in the shortwave term
We perform two numerical experiments to emphasize the efyith increasing temperatures, and the second is due to the
fects of feedbacks between various components of the hydrGncreased absorption and reemission of longwave radiation
logical cycle on the global mean temperature of the modelrom the surface in the presence of more clouds. We would
In the first experiment, we compare runs of the fully coupled|ike to show that the latter is not the cause of this behavior,

model with runs of a reduced model implementing only staticsince we have discussed earlier that it is not physically rele-
hydrological variables over a range of solar luminosifies  \gnt.

In the second experiment, we modify tifig,, parameter,
the uniform optimal temperature for seedling growth of both

trees and grasses in the model. In the real ECS, this param?)brtant feature in this plot is that the surfacial insolation on

ter mayl vary ”O(;'_‘ s_pectlﬁs to spemfs, andis r:ot well known. '1nthree of the four upper regional curves vary from their means
general, so modifying the parameter Serves two purposes: Ly, o order of 5% or less over the entire range of values of

to test model sensitivity to an unknown value; and 2., to showL tested. The only exceptions are the region of bare ground,
the range of control vggetatlon can have over_surface tempe(z, i+ varies on the order of 7%, and the ice cap, which cov-
atures through changing evaporative properties and albedo.ers avery small fraction of the surface. This range eépre-

hAS adb?ss for co(rjnparlsonf n botulixperm:j(_erjts, we rgnsents a variation of 30% from its mean, so the behavior of the
]E. € (;nk()) elto ‘3 stea 3|/ stlate_ or _eart 1' e conditions, as degp,qryave to solar forcing is extremely stable. It should also
ined by a modern solar luminosity.€1), a mean temper- o 0 that the slopes of these lines are generally decreas-

ature near 288.5 K, mean precipitable water near 25.5K, a'i“ng with L. From Eq. 0) and the fact that the model resides

. . 0 . 0 o I . _ |
ice cap fraction near 3%, cloudiness near 50%, realistic temz, steady state, we can loosely approximate this behavior as

peratures and precipitation near the pc_>|es, and approxmatelg constant. Then we can write
equal coverage for our two plant species.

350 — —
300 —

250 — 7

Legend

200 — Vi . Hydro. feedbacks
r __ _ _ No Hydro. feedbacks

Mean temperature (K)
\
1
\
\
L by b b by

In Fig. 4 we plot the incoming shortwave radiation at the
model’s surface over the five regional surface types. The im-

5.1 Comparison to a fixed hydrological cycle varyihg Rin,i = Rour,i — Fri, (33)

The intent of this experiment is to establish a qualitative ideain which all temperature dependence resides on the right side
of the combined effects of various feedbacks between the hyand the left side is approximately a regionally dependent con-
drological cycle and the heat balance on a planet like earthstant,R; . Summing over regions to eliminate the transport
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Table 2. Parameters used in DAFM model runs.
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parameter value meaning source

S 1.07el10 J/rﬁyr incident solar output Peixoto and Oor(1992

sf1 5 lat. temp. profile intercept Peixoto and Oor(1992

52 .6 . temp slope wA/6 Peixoto and Oor(1992

cpl 1.8e9J/Km earth heat capacity calculated

Dy, 1000. kg/n?/yr moisture transport (atmo) Peixoto and Oor(1992 from polar flux at 70N
Bj 550. kglyr base melting rate Bowman(1982

Pw 1000 kg/n? density of liquid water Peixoto and Oor(1992

ds 1m soil depth avg. root dep®alisbury and Rosd 992
Ve .217 carbon greyness contribution arbitrary, less than water

Yy .0157 water greyness contribution per kg  tuned for mean temperature
Wslope 1.6 dewpoint slope with atm moisture Hobbs and Deepafd 981)

SAc 60m 1 cloud albedo slope with height set for stability

Aco .05 base cloud albedo set to match oceans

AZ .85 tree co-albedo McGuffie and Henderson-Sellef£997)
Al .75 grass co-albedo McGuffie and Henderson-Sellef997)
Aii .8 bare land co-albedo McGuffie and Henderson-SellefE997)
Al .9 ocean co-albedo McGuffie and Henderson-Sellef£997)
Alce 2 accumulation co-albedo McGuffie and Henderson-Sellef5997)
A;bl .6 ablation co-albedo McGuffie and Henderson-SellefE997)

Table 3. Parameters used in DAFM model runs, cont'd.

parameter value meaning source

Dy 1.3e8J/rf yr heat transport (atmo) Budyko (1969

k .003625 plant death exponent Watson and Lovelock1983
lapse .0065 atmos. temperature lapse rate Peixoto and Oor(1992

o 1.79 /K yr m?  Stefan-Boltzmann blackbody constPeixoto and Oor(1992
Topt 286.23K optimal growth temperature set for even occupation
Tte 269.3K annual temp for ice accumulation set to match ice fraction
o A rainfall-cloudiness exponent Wang et al(1993

Ca 1006 J/K kg heat capacity of air Morton (1983

h1 10 base hydrodynamic resistance set - small range of res.
ho 90 hyd. res. slope with humidity (from 10 yrfntio 100)

Ly .3337%6 latent heat of freezing (water) Peixoto and Oor(1992

Lg 2.834¢6 latent heat of sublimation Peixoto and Oor(1992

Ly 2.46¢6 latent heat of vaporization Peixoto and Oor(1992
Mjce 560000 kg/n%’ column mass of ice Peixoto and Oor(1992
Moo 3800000 kg/rﬁ column mass of ocean Peixoto and Oor(1992
prexp 1 exponent for precip. with hum. Paul(1996

e .68 psychrometer constant Morton (1983

r 1.27%e—6s/n? resistance to sensible heat Monteith (1981)

P .87 kg/n® density of air Morton (1983

0 800 kg/n? density of ice Peixoto and Oor(1992

terms,

Zaiﬁ(l —ae)L—v)TH = Z[Ri —oaja; TH.

1

l

(34)

If aci=d.+e€;, vi=v+38;, andT;=T +1;, then we can approx-
imate the above as

o(1—dp)(1— p)T4 1 — Zids _ e

ac 1-v
YR —oaiaq TH,

+ 42;(1,-‘(,-] (35)

(36)

whence it is a simple matter to show that the three sums in
the brackets are small. Thus, with=) ", a; R;,

T4~ R - 0d,T"/o(1 - d)(1 - D) (37)
3 E[l—dc(chf/R)][ 1 |

1-7 (38)

o 1—a,

The first factor in this equation expresses all shortwave
effects in the model, the second expresses the possible
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Shortwave radiation vs. Luminosity L quantitatively applying results from our model to earth, but
5O T T T T T also a way to demonstrate the full extent of the biota’s control
over its environment.

We vary T,,,; over a wide range of temperatures on the
interval [260, 310 K and run the DAFM at earthlike con-
ditions, using thee(L=1) run from the previous test as
initial conditions. The results are shown in Fig. The
plot breaks into five regions: one two-species region, two
single-species regions, and two regions without biota. The
two “dead” regions, on the intervals € [260, 271] K and
T e [302 310K, are at the same fixed temperature repre-
senting the global mean dominated by ocean and desert.

The three “live” regions may be characterized by species

‘ dominance. The left hand region, in which the mean tem-
0.70 0.80 0.90 1.00 1.10 1.20 = . . . .
Luminosity L (Smoge /Seart) peratureT is warmer thanT,,, is dominated by the high
albedo grasses. Hefe is steadily reduced with increasing
Fig. 4. Shortwave radiation at the surface by region for model Topr @S grasses become capable of covering a greater frac-
runs with fully coupled waterg(L). Variations in the shortwave tion of the surface. The right hand region is dominated by
forcing that reaches the surface are typically very small, despite ¢he low-albedo trees, sincE is cooler than7,,,. In this
substantial change in the insolation at the top of the atmosphere. region, T also reduces with increasirigp, as trees are in-
creasingly less capable of covering the surface. The central
region of the plot, in which both species share dominance
non-physical negative feedback between cloud fraction anaf the planet, shows high sensitivity ,, as competition
heat balance in the longwave (note that it is both physicalpetween trees and grasses adjusts the global mean tempera-
and positive if condition31) is met), and the third expresses ture by more than 1 K. This suggests a surprising degree of
the positive feedback inherent in the greenhouse effect.  control over the mean planetary temperature, as does the fact

We can now contrast the behavior of this equatioa(ih) that the existence of trees and grasses in various configura-
and® (L) to see that it is the behavior of clouds in the short- tions appears capable of adjustifigyy about 1.6 K.
wave band, expressed by the first factor 38)( that most
supports the stability. For the fixed-water se{L), nei-
therd, nor v change at all; all changes i, therefore, are 6 Conclusion
caused by changes iR, which is linearly dependent oh.

For e(L), on the other handg is nearly fixed, as shown in With our simple hydrological DAFM, we have performed
Fig. 4. 4, increases with increasing temperatured@t), and  two numerical experiments to investigate the effects of cou-
sincea T#/R<1, the second factor in3@) is also increas-  pling the hydrosphere and the biosphere on the global mean
ing with increasing temperature (though it is slowed by thetemperature of an earth-like planet.

longwave negative feedback with cloud fractiom)ncreases In the first, we heated the sun and observed a spectacular
fairly rapidly, and so the third factor ir8g) is the source of negative feedback reaction, as the surface heating required
the most warming ir(L). Thus, the second two factors in the presence of more and more clouds to produce precipita-
€(L) drive the warming; and indeed, warm the model moretion. While it is possible that this behavior is larger than it
than their counterparts i@ (L) (which do not increase at should be on earth, it should be noted that the mechanism
all). Since the first factor increases very slowly &L), it is itself is more than plausible in the ECS. The presence of wa-
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clearly the source of the extraordinary stability. ter in large amounts such as are found on our planet indicates
that the heat capacity should be large, a fact that immediately
5.2 The Effect of varyind,,; on surface temperatures dictates a slow response time for changes in the radiative bal-

ance. Increased surface heating of the earth will thus more
The T,,; parameter is difficult to estimate from data, espe-rapidly produce changes in evaporation, in turn requiring in-
cially considering that it probably varies relatively widely creased precipitation and therefore cloudiness. This is a di-
over species adapted to different climatic zones. Howeverrect result of the fact that the atmospheric capacity to hold
it plays a relatively critical role, as it determines the range ofwater vapor is a monotonic function of temperature, and is
temperatures over which the two species state (simultaneougualitatively unaffected by parameterization. Quantitatively
trees and grasses) can exist. it is, of course, as we have used a primitive linear estimation
In our DAFM, T, is taken to be uniform among trees of greenhouse dependence that ignores saturation effects and
and grasses, for simplicity. For the first experiments abovetherefore overestimates the strength of this positive feedback.
it was tuned to allow both species to occupy equal area frac- The radiative properties of clouds themselves is a subject
tions. Determining the sensitivity of our model to this param- for debate, since they apparently include two opposing mech-
eter gives not only an idea of the range of error associated imnisms. Clouds generally have high albedos when compared



K. M. Nordstrom et al.: Role of the hydrological cycle in regulating the planetary climate system 751

Mean Global temperatures vs. Optimal Growing Temperature Ty
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Fig. 5. The effect of varying the optimal growth temperatdig, on the global mean temperatufe The temperature to the left and right
of the upper plot is the temperature of a dead planet with no biota. Rapid changes in the center of the plot are due to nonlinear competition
as the two species (trees and grasses) respond sensitively to chafiggs in

to the surface of the earth, and so their effect on the shortallowing carbon to dynamically adjust to climatic changes
wave radiative term is to reflect away a greater quantity ofcould do so as well. However, such a situation would re-
the sun’s input. This, of course, must be viewed as a coolingquire very strong positive feedbacks in the carbon cycle or
effect. Clouds are also efficient absorbers of longwave radithe cloud top temperatures. In a future paper, we intend to
ation and form at low temperatures such that the blackbodyexamine results from runs with both of these assumptions re-
radiation they produce is much lower than that produced amoved.
the ground. This latter effect dictates that clouds also create It is interesting to note that these model runs produced no
a warming effect in the longwave term. While hardly con- “iceball” effect, even at tremendously low luminositiés
clusive, the results from our model indicate that this effect isWe have also tested much lower values of the heat transport
dominated by the relative constancy of the shortwave term, gparametetD; and found only modest changes in the size of
behavior associated with the cloud albedo feedback. the ice sheet. This phenomenon is even more interesting in

It is possible that our choice for the cloud albedo slepe light of the fact that we used the linear Budyko parameter-
has affected the qualitative results of this experiment. Weizaton for heat transport, which was cited as a cause of the
have used the minimum value available to us in the preseniceball effect in his seminal papeBidyko 1969 Sellers
configuration to reduce such an effect. However, we will test1969. Itis possible that the presence of the feedbacks in our
this possibility in a future paper. Our parameterizations formodel's active hydrological cycle or its biota has prevented
the longwave terms that could have affected results includdhis from occurring. However, at present such a conclusion
our representation of the greenhouse effect; our assumptiowould be speculative, since we have not tested the system
of fixed cloud top temperatureg.; and our choice, deter- sufficiently thoroughly to determine why the ice caps do not
mined as it was by other model parameters and variablesgrow to cover the system.
for the cloud top temperaturE.=270K. An increased car- In the second experiment, we changed growing character-
bon greenhouse effegg relative to water vapor would lower istics associated with the biota by adjusting the optimal tem-
the cloud longwave term, while leaving the ground long- perature for seedling growtlT;,,,. We found that the range
wave term approximately the same; this change would als®f temperature difference exerted by adjusting the biota frac-
not qualitatively affect results, since in this model carbon istions was around 1.6 K, a change on the same order of mag-
treated as a static parameter. Changing cloud top temperdlitude as that predicted by GCMs for the doubling of G©
turesT,. would have exacﬂy the same effect. Earth’s atmosphereP(aixoto and Oort1993. This is a Sig'

It is possible that removing the assumption of constant_”iﬁc?mt result, sin_ce there are more than_enough components
cloud top temperatures in our model could qualitatively I this model to dilute the effects of the biota.
change the outcome of our model runs, and it is possible that
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It remains to add dynamic carbon feedbacks to this modelEdited by: B. Sivakumar
like those studied iSvirezhev and von BlofL998. A future ~ Reviewed by: two referees
paper coupling the two cycles would certainly produce inter-
esting results. It would likewise be interesting to establish lo-
cal heat capacities,,;. In addition, more spatial dependency
should be added, as biota have different growing characterReferences
istics at different latitudes and the effect of landform loca-

tion is suspected of playing some role in determining global conductance and its contribution to the control of photosynthesis

climate. Using dlffer'ent optimal growing 'temperatures for under different environmental conditions, Progress in Photosyn-
trees and grasses might also allow us to include growth de- hesis Research, IV, 221-234, 1987.
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