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Abstract. This paper describes a novel method for hurri-  Hurricanes are tropical cyclones with sustained winds of at
cane trajectory prediction based on data mining (HTPDM)least 64 kt (119 kmh!, 74 mph). On an average, more than
according to the hurricane’s motion characteristics. Firstly,5 tropical cyclones become hurricanes in the United States
all frequent trajectories in the historical hurricane trajectory each year causing great human and economic losses (Su et
database are mined by using association analysis technoél., 2010). In respect to this fact, the trajectory prediction as
ogy and their corresponding association rules are generatetthe most important measure to reduce losses has become a
as motion patterns. Then, the current hurricane trajectoriefiot issue in the field of mobile path prediction.

are matched with the motion patterns for predicting. If no In this paper, we emphasise on the study of a hurricane tra-
association rule is found for matching, a predicted result acjectory prediction method based on data mining. The predic-
cording to the hurricane current movement trend would betion method we propose gives up the complex modelling pro-
returned. All experiments are conducted with the Atlantic cess in the traditional objective forecast method. Instead, it
weather Hurricane/Tropical Data from 1900 to 2008. The ex-identifies the effective motion patterns in the historical trajec-
perimental results show that if the matching failure part istory database by using association analysis technology, and
contained, the prediction accuracy is 57.5%. Whereas, thé¢hen predicts their future trajectories with pattern matching.
valve would be to 65 % provided all matches are successful.The overall framework of the hurricane trajectory prediction
method is shown as Fig. 1. After data pre-processing, all fre-
quent trajectories from 1900 to 2000 in the historical hur-
ricane trajectory database are mined according to the given
minimum support and then generate all corresponding asso-

With the rapid development of Word Wide Web (WWW) and ciation rules as motion patterns. Secondly, the current hurri-
wireless communication technologies, mobile communica-cane trajectories from 2001 to 2008 are matched with the mo-

tion and mobile computing technologies have been widely“on patterns for predicting. If no association rule is returned,
used in various fields. Mobile communication equipment, an-the one according to the hurricane current movement trend
imal migrations, traffic and transportation and clouds clus-Would be returned. At last, the correctness of this method

ter tracking are all moving object instances in specific ap-Would be verified.
plication areas (Morzy, 2007). Some correlative technolo- .

. P Instructions
gies, such as sensor networks, global positioning systems
and satel_hte data services c_ollect f'and prow_de a large amount Data preprocessir@): the data in this stage is for fre-
of behavioural data of moving objects, which have brought
huge challenges to analyse their inherent regularities. The
mobile path prediction has become a hot topic in many re- Data preprocessin@: the data in this stage is for pat-
search areas. tern matching and correctness verifying. The details

are seen in Sect. 7.1.

1 Introduction

guent trajectory mining.
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Fig. 1. Prediction system framework.

the formation of hurricane has been concerned by many
researchers in various disciplines (Rozanova, 2004). Much
. . . - . progress has been made over the last decade in the un-
According to different behavioural characteristics of moving derstanding of physical processes and the quality of oper-
OijTCtS’ many new ideas for mobile path prediction with dataational prediction of hurricane (Chan, 2005; Weber, 2005).
mining are constantly emerging. . The present prediction methods mainly include the numeri-
The one based on association analysis is concerned bé(al prediction, the objective forecast and the comprehensive

mo[)gl ar(;d morzle regearche(rjg. chaol et ?h (Z&OSF)) pt))ropczjsed fdrecast, where the objective forecast method based on sta-
mobile device location prediction algorithm ased ONytical dynamics, due to its higher precision, has been more

the AprioriAll algorithm, which avoids the state space expan- .4 more popular in recent years. Currently, the objective

sion problem in K order Markov predictor. Long et al. (2009) forecast method is commonly used in the hurricane trajec-
proposed an effective and simple trajectory prediction algo-

tory prediction:
rithm (E3TP), which mines frequent path model based on yp
FP-Growth algorithm, and introduces speed, one of the most 1. Persistence and Climatology Method (i.e. PC method).

2 Related work

important characteristics into it. Otherwise, FP-Growth re-
quires large storage space. So the effect is not very ideal in
the case of a large amount of data. Moreovéf Eis appro-

priate for unordered sequences, not for ordered time series.

Kim et al. (2007) proposed a novel method for predicting
a future path of an object in an efficient way by analysing
past trajectories whose changing pattern is similar to that of
a current trajectory of a query object. However, this method
is only adapt for the road network, and has many limited
conditions. Morzy (2007) mines the database of moving ob-
ject locations to discover frequent trajectories and movement
rules, and then matches the moving object trajectory with the
movement rule database to establish a probabilistic model of
object location.

Hurricane is a kind of strong and deep tropical cyclone
generated in the Eastern Atlantic and the North Pacific re-

It is one of the most widely used forecast methods,
which has the advantages of simple calculation and
high prediction precision.

. Integrated Forecast Method. It is a comprehensive

forecast method, which is integrated by many tech-
nigues’ calculations, such as stepwise regression,
multiple regression, stepwise multilevel discriminant,
analysis of variance, fitting error analysis, autoregres-
sive, etc. This method has a so short running time and
can forecast many items.

. Probability Forecast Method. It includes some tech-

nigues, such as REEP, discrete likelihood estimation,
uncertain consumption, Bayesian, Markov chain expe-
rience statistics, etc.

gion, also known as typhoon, cyclone. Hurricane movementHowever, the objective forecast method is so complex, be-

is regarded as disengaged motion, which is generally aceause it takes many factors into account, such as phase transi-
companied by strong wind and heavy rain. For a long time,tions, vertical advection, and boundary layer effects, etc. The
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Tropical Storm FRANKLIN (12-16 AUG)
Storm - Max Winds: 40 Min Pres: 1004 EAEdTracking
information

(@

Date: 12-16 AUG 2011

Tropical Storm FRANKLIN

ADV  LAT  LON TINE WIND PR STAT
1 3.70 -66.00 08/12/121 25 1011 TROPICAL DEPRESSION
2 35.60 -64.70 08/12/181 30 1009 TROPICAL DEPRESSION
3 36,60 -63.00 08/13/00I 30 1008 TROPICAL DEPRESSION
4 37.60 -61.10 0&/13/062 35 1008 TROPICAL STORM
5 38.60 -58.00 D8/13/122 40 1004 TROPICAL STORM
6 39.60 -56.30 08137187 40 1004 EXTRATROPICAL STORM
T 40.20 -53.20 08/14/002 35 1005 EXTRATROPICAL STORM
& 40.40 -48.90 08/14/062 35 1007 EXTRATROPICAL STORM
9 40.00 -47.00 08/14/122 30 1008 EXTRATROPICAL DEPRESSION
10 39.40 -44.60 08/14/187 30 1010 EXTRATROPICAL DEFRESSION
11 38,80 -42.50 08/16/007 30 1011 EXTRATROPICAL DEPRESSION
12 38,10 -40.80 08/16/067 25 1013 EXTRATROPICAL DEPRESSION
13 37.30 -30.20 08/16/127 25 1014 EXTRATROPICAL DEPRESSION
14 36.60 -38.20 08/15/181 26 1015 EXTRATROPICAL DEPRESSION
18 35.60 -37.90 08/16/00I 25 1016 EXTRATROPICAL DEPRESSION

C] (b)

Fig. 2. A certain hurricane(a) the summary informatior(p) the schematic diagram of its trajecto(g) the trajectory information.

assumptions for the understanding of the underlying physstorm. They examined two alternative approaches to discover
ical process, to simplify the complexity of the original sys- classification rules on current hurricane data: particle swarm
tem, often ignore some important properties (Rozanova et al.gptimisation and class association rules.

2010). For example, due to using multiple regression analy-

sis, PC method should select predictors from many factors . ) o

according to the F value to construct prediction model. How-3 Region discretization

ever, these selected predictors inevitably affect the predictionl_he raw hurricane trajectory data is the Atlantic weather

model itself. . - Hurricane/Tropical Data (1900-2008), got from the website
Therefore, some researchers begin to use data mining tech-, ; .
X . : . http://weather.unisys.com/hurrican&he data from 1900 to

nology to predict hurricanes trajectories. Zou et al. (2008)

established a model, which is developed based on the sim|2000 is used to mine the motion pattems, and the rest is for

larities of key points on typhoon tracks to forecast typhoon pre(_jlctmg and verifying. . . . .
. s : Figure 2 shows the raw information of a certain hurricane.
tracks using historical data. The centres of active typhoon . " ) . :
X o L nfortunately, the domain of position coordinates is contin-
are compared with historical records of similar typhoons.

_ 2T o~ uous and the granularity level of raw data is very low. There-
The typhoon tracks are weighted based on their similarity. .
" . fore, any pattern discovered from raw data cannot be gen-
The centre positions are then quickly forecasted based the . .
L . . . . eralised. To overcome this problem we choose to transform
similarity weights. Kim et al. (2011) introduced the feasi- ~ .. ) ) . . :
. . . . . original paths of moving objects into trajectories expressed
bility of a straightforward metric to incorporate the entire
. . on a coarser level (Morzy, 2007).
shapes of all tracks into the fuzzy c-means clustering method: : : - .
The moving region can be divided into many square ar-

This method is suitable for the data where cluster boundaries . ; . .
eas with same size. Each trajectory is converted to an area

are ambiguous. Kim et al. (2012) proposed a seasonal tropi-
sequence.

cal cyclone forecast model based on the tracking mode. This . - .
For example, Fig. 3 shows an original trajectory of a mov-

r_no.del combln.es fuzzy C. means clustering method with Staing object, expressed af(—66,34.7), (—64.7.356). ...
tistical dynamics. In addition, some concepts, such as grey .

) . (—38.2,36.6), (—37.9,35.6)}, as shown on the right
theory, neural network, etc. are also introduced into the hur-. ; . . s . .
. side in Fig. 3. After region division, as in Fig. 4,
ricane weather forecast.

Others are committed to examine the problem offorecast—.the original ‘moving region is divided by dotted line

ing the intensification of hurricanes using data minin tech—Into several sub-regions, the trajectory above can be
'g ) 9 9 xpressed as {(—136),(—-127),(—11,7),(-10,8),
niques, and have got some achievements. Su et al. (201 . .

. ) . - (—9,8),(—8,7),(—7,7)}. If the trajectoryr; is the sub-
proposed a new hurricane intensity prediction model, WFL'tra'ector (continuous sequence) of the trajectaryhent
EMM, which is based on the data mining techniques of fea'co:]tainsil denoted: C 1 q ! f 2
ture weight learning (WFL) and Extensible Markov Model L 1=r2
(EMM). Chatzidimitriou et al. (2005) formulated tropical
storm intensification prediction as a supervised data mining
problem; the objective being to produce accurate early warn-
ings with respect to changes in wind speed of a particular
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Fig. 4. The trajectory after discretization.
Fig. 3. An original path of a moving object.

Support of trajectory.Given a database of trajectories
4 Frequent trajectory mining TD={T1, T», ..., T,}. The support of a trajectoryis the per-

centage of trajectories in TD that support the trajectary
The pseudo code for the HTPDM algorithm is given in the

H n
annex for a transaction database TD, a support threshold of 3" {county; < Ty)

minsup and a confidence threshold of minconf. Frequent tra- =1

jectory mining as the first step is to mine all frequent trajec- SUPPO(#) = D] : @)
tories based on the Apriori algorithm, according to the user-

defined minimum support threshold. where|TD]| is the trajectory number in TD, and count{

The Apriori algorithm (Agrawal and Srikant, 1994) is a Tx) expresses the numberf containingy;. For example, if
classical algorithm for association rules mining. The nameT1 = {a, b,c,a, b}, t1 = {a, b}, then countf, C T1) = 2.
of the algorithm comes after a prior knowledge about fre- Frequent trajectory set.
guent itemsets was used. The prior knowledge is that any A trajectory ¢ is frequent if its support exceeds user-
non-empty subset of a frequent itemset is also frequent. Apridefined threshold of minimum support (a real numbers be-
ori algorithm uses a level-wised and iterative approach, ittween 0 and 1), denoted minsup. The set ofkaltequent
first generates the candidates then test them to delete thgajectories is denotefl;. The collection of all frequent tra-
non-frequent item sets. Most of previous studies adoptedectories is called frequent trajectory set, dendtairaSet
an Apriori-like candidates generation-and-test approach. The Priori principle. If a trajectory is frequent, then all its sub-
hurricane trajectory is different from the traditional item sets, trajectories must also be frequent. Conversely, if a trajectory
but a time series that change with time (Qin and Shi, 2006)is a non-frequent, then all its sub-trajectories also must be
The frequent trajectory mining problem from single series non-frequent.
can be viewed as the mining problem of sequential patterns. Frequent trajectory mining is the first step of the HTPDM
Before introducing the algorithm, we first give some related algorithm we proposed. Firstly, it scans the database TD for
concepts. the first time for calculating all supports of the unit trajecto-
Trajectory length.The length of the trajectory; is the  ries, and selects 1-frequent trajectory Bethrough the com-
number of elements <lat, lon> in the trajectory sequenceparison with minsup. Then it generates candidate frequent
denotedt;| or length ¢1). We refer to a trajectory of length trajectory sets of length C;. from frequent trajectory sets of
x asx sequenceWhenx equals one, the trajectory is called lengthk —1 F;_,, and prunes the candidates which have an
unit trajectory, i.el sequence infrequent sub pattern. After that, it scans the database TD to
Adjacent unit trajectoried.ett; = {P1}, 1, = {P,} be unit ~ determine frequent trajectory s&f among the candidates.
trajectories. If the square regions they represent share an
edge, or at least one of the sequengRs P>} and{P», P1}
is the sub-trajectory of a certain trajectaryandr, would be
said to be adjacent; andr, can be merged into a 2-sequence

5 Association rule generating

: After frequent trajectory mining, the corresponding associ-
trajectory, denoted A 1 = {Py, P} ?rtzlA t11= {Pzi Py}. ation rules can be generated according to the user-defined
'I;ra]icto;y Conr21ect|0rLet n= {P,l’ P2_’ Py, P } 2= minimum confidence threshold, as the motion patterns stored
{P{. P3. P§.... P} be two non-unit trajectories with same j, the database. Frequent trajectories are transformed into
length. If the latek —1 items ofr; and the formek —1items  6yement rules. A movement rule is an expression of the

Santical i of p1 pl 1) _ [p2 p2 2 : : )

of 1o are identical, i.e{ P}, P3....Pi } = {Pl_’ P; ""Pk—l_}’ form h = t — h, wheret is a frequent trajectory, and h is the
1 andr, can be connectedl. qu C{)nnecfonépfand 21S  ryle’s premiser — A is the rule’s conclusion. With respect to
denoted ||z, i.e.71]|t2 = {Pl Py Py PP } the movement rules, there are some concepts to introduce.

Nat. Hazards Earth Syst. Sci., 13, 3211322Q 2013 www.nat-hazards-earth-syst-sci.net/13/3211/2013/
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Support Of Movement Rul&éhe support ofi = ¢t — 4 is Table 1. Evaluation function’s value.
defined as the support of trajectary

n Imatch
> {countr C Ty)} conf 1 2 3 4
supporth =t —h) = k=1 . (2) (1 — ¢~ Imaten)

[TD]

0.63212 0.86466 0.95021 0.98168

Confidence Of Movement Rulthe confidence o = ¢ — 0.3 018964 0.25940 0.28506 0.29451

h is the conditional probability of — & givenh. 04 025285 034587 038008 0.39267
_ supportr) 05 0.31606 0.43233 0.47511 0.49084
confidencér =t —h) = P(t — h|h) = SUBoorth” (3) 0.6  0.37927 0.51880 0.57013 0.58901
pporth) 0.7 044248 0.60527 0.66515 0.68718

Association rule generating is the second step of the HT- 08 050570 0.69173 0.76017 0.78535

0.9 0.56891 0.77820 0.85519 0.88352

PDM algorithm we proposed. The objective is to generate all
0.63212 0.86466 0.95021 0.98168

corresponding association rules, which confidence exceeds
user-defined threshold of minimum confidence.

A k-frequent trajectory can generate— 1 associa-
tion rules ¢, —tr—hy). For example, let a trajectory ImatchiS more and more obvious as the increase of the con-
t be {a,b,c,d}, it can be decomposed into three rules: fidence. Under the condition of the same evaluation function
{a} — {b,c,d},{a,b} — {c,d},{a,b,c} — {d}. Take each value, i.e. two different rules’ conf anighaich are the same,
rule hy — t — h, into account, if its conf£sup (r)/sup  we would select the one, which conclusion’s length is longer,
(hy)) is greater than minconf, this rule would be stored in for pattern matching.

the database. If no association rule is found for matching, a pre-
dicted point depend on the movement trend would be re-
. L turned. For example, let={Px,...... , Pr_1, P {(k > 2) be
6 Pattern matching for predicting a current trajectory, wherg,_1 =< laty_1, lon_1>,P; =<

This part is the last step of the HTPDM algorithm. It firstly :a&, '10";;10 :]flje_nbt:ke BfedlCted trajectonp = {2 x lat —

matches the hurricane trajectories, which are used to predic Standard For Correct PredictiorSelect the minimurm,

after pre-processing, with each rule generated in the previ, ccording to the actual future trajectory’s length and the pre-

ous step anq chooses the °Pt'r.“a' one according to the Vaicted trajectory’s length with pattern matching. Cut out the
uation function. If any association rule can not be found, a

. ) former m items of the two trajectories, and get their centre
predicted point depend on the movement trend would be re-_". ; S

) . oints. If the distance of the two points is not greater than 1,
turned. Then the hurricane actual future trajectory and thc—.P S
i . we would say that the prediction is correct.
predicted one by pattern matching would be compared to de-
termine whether the predicted result is correct by computing
the centre points’ distance. Some related concepts are as f

lows.

I;/Iatc;hmgzg Leggth. Let n - {Pl’_P2l’ P31’ o Pnl}’ 2= All experiments were conducted on a PC equipped with Pen-
{P{, P35, P35, ... P7) be two trajectories. We say that the j,m 72390 CPU, 1G RAM, and a SATA hard drive running
matching length of; andz is c, if there exists a positive  nger Windows XP SP2 Home Edition. Algorithms and the
integerc, so thatP = PZA P = P24 A-.. AP 1= front-end application were implemented in C# and run within
PZ ..1(c <n,c <k). Otherwise, the matching length is 0.  Microsoft .NET 2.0 platform. The experimental data is stored

Evaluation FunctionThe evaluation function’s value re- jn Microsoft SQL Server 2000.
flects the matching degree of current trajectory with motion
patterns quantitatively. The higher the evaluation function’s 1. pata preprocessin@):
value is, the higher the matching degree would be. The o .
impact factors are the rule’s confidence and the matching ~ The data in this stage is from 1900 to 2000.
length. Evaluation function is defined as follows.

0J7 Experiment

4 a. Set the region size to % 5, making the most of
[ =confx (1—e™mach), (4) the processed trajectory points with single coor-

where conf is the rule’s confidence, angichis the matching dinate value within 1 unit jump;

length of the current trajectory with the rule’s premise. b. Process the raw trajectories as explained in
According to Eg. 4), we can calculate its value in dif- Sect. 3. A complete trajectory’s storage type is
ferent cases. Seen in Table 1, we find that the influence of string, such a$l, 2; 2, 3;3,4...};

www.nat-hazards-earth-syst-sci.net/13/3211/2013/ Nat. Hazards Earth Syst. Sci., 13, 322129 2013
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Table 2. The datum in raw_data table.

Field vyear id num name traj t_length flag
1961 7 498 FRANCES A1;3,12,3,13,4,13,4,14,5,14,6,13,7,12,8,13,9,12,9,11 11 0
1961 8 499 GERDA 315, 4,15,5,15;5,14;6,14; 7,13, 8,13, 8,12, 8,11, 8,10, 8,9 11 0
Data 1961 9 500 HATTIE 216;3,16; 3,17, 3,18 4 0
1961 10 501 JENNY 32,4,12,4,11;5,11,5,10,5,9;5,8;5,9; 5,10; 6,10; 6,9 11 0
1961 11 502 INGA 418,4,19,4,18, 3,18 4 0
1962 1 503 ALMA 515,5,16;6,15,7,15,7,14,8,14;8,13,8,12,7,12,7,13,8,12,9,11 12 0

Table 3. The datum in experiment_data table.

Field id former_traj next_traj
121 394,94,10,5,10,5,11;6,11;6,10,7,10,7,9; 7,8;8,8;8,7,9,7 10,6;11,6;11,5;12,4;12,3;12,2; 12,0
122 394,9,4,10,5,10,5,11;6,11;,6,10,7,10,7,9;7,8;8,8;8,7;9,7; 10,6; 11,6 115;12,4;12,3;12,2;12,0

bata 123 513,6,13;6,12,6,11;6,10,6,9;6,8; 7,8 7,7;8,6;8,5;,9,5
124 513,6,13,6,12,6,11;6,10,6,9;6,8;7,8; 7,7 8,6;8,59,5
125 515;6,15;6,14;7,14;8,13,8,12,9,11;9, 10,9, 9; 10, 8; 10, 7; 10, 6; 10,5 10,4;11,3;11,2;12,1;12,0;13,0; 13,1
126 515;6,15;6,14;7,14;8,13;8,12,9,11;9,10, 9, 9; 10, 8; 10, 7; 10, 6; 10,5; 10,4; 11,3 11,2;12,1;12,0;13,0; 13,1

c. Deposit each hurricane’s information (including {11,2;12,1;12 0,13,0;13 1}. We get its predicted
name, ID number, serial number, year, trajec- trajectory by HTPDM algorithm, and the result is
tory, trajectory length, flagin the raw_datata- {11,2;12,2;12,1;13 1}. According to the standard for
ble. Preprocessing result is shown in Table. 2. correct prediction mentioned in Sect. 6, the two centre points

_ are (12,0.75) and (12,1.5). Their distance is 0.75, lower than
2. Data preprocessin@: 1, so we think that the predicted result is true. Details are
The data in this stage is from 2001 to 2008. seenin Fig. 7.

a. Preprocess the trajectories as mentioned above;

b. Cut each trajectory into the head and the tail sec-8 Analysis

tion. The head section is used for pattern match-1, . shout the process of prediction, minsup (minimum

ing and choosing the optimum association rule. g \,5614) and minconf (minimum confidence) are the most

The tail section is used for correctness verifica- important parameters for impacting prediction accuracy.

tion; minsup directly control the frequent trajectory mining, and
c. Deposit each trajectory’s information into the minconf indirectly control the generation of association rules

experiment_dateable. Preprocessing result is under the premise of frequent trajectories.

shown in Table 3.

8.1 Minconf and the prediction accuracy
Depend on the HTPDM algorithm, the results of frequent

trajectory mining and association rules generating are showifrigure 8 presents the prediction accuracy with respect to the

in Fig. 5. The predicted results are shown in Fig. 6. varying value of the minconf threshold for a set value of min-
Take for example the record with the id of sup=0.003. The calculation methods for the prediction ac-

126 in Table 3. The current trajectory for predict- curacy are shown as follows:

ing is {5156,156,14;...... ;10,4; 11, 3}, and

the future trajectory for verifying is expressed as

Nat. Hazards Earth Syst. Sci., 13, 3211322Q 2013 www.nat-hazards-earth-syst-sci.net/13/3211/2013/
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a1t
:> 112

B10 3,11 31z 5,13 413 3,0 0033632e8
M1z 711 710 8,49 8,8 3,0 I033R3229

Mo T 7.8 7T T8 3,0, 003363229

B8 3,9 3,10 3,11 312 3,13 4,0 004484305

B9 3,10 3,11 312 3,13 3,14 3,0.003363289

B0 & 11 312 5,13 314 3,15 5 0. 00598361

B A1 3,12 313 3,14 315 4,15 5 0 005605351 —
B1Z 3,13 3,14 3,15 4,15 4,15 5 0.005605351

B8 3,9 3,10 3,11 312 4,12 4,0 004484305

B9 3,10 3,11 312 4,12 4,13 5,0 00SR0S3E1

BI0 =11 51 17 95 0 T < G P T |

E.16 616 615 71,15 T.l¢ 614 50 005605361

Bl 3,12 412 4,13 513 B, 13 B,0. O0BTZE4ST

Bl 3,12 412 4,13 513 5,14 6,0 OOBT2R4ET

Bl 3,12 313 3,14 315 3,15 5 0. 00808361

Bl 212 213 214 215 215 T,0.00TH4TS3

Bl 3,13 314 3,15 316 3,17 T.0.00TS4TS34

B13 3,14 315 4,15 416 4,17 30 003363229

B1Z 4,12 4,13 513 514 B, 14 4,0 004484305

B0 3,11 312 4,12 413 4,14 3,0 003363220

B9 310 3,11 312 3,13 314 3,15 30003363229
B0 311 312 3,13 314 5,15 415 4,0.004454305
Bl 3,12 513 3,14 315 4,15 416 3,0 00332
B,a 3,9 3,10 3,11 312 4,12 4,13 3,0.00%3632E0
B0 3,11 312 4,12 413 513 514 4,0.004484305
B0 3,11 312 3,13 3,14 3,15 3,16 3,0.0033638E8
BAL 312 313 3,14 315 3,18 31T 4,0.004454305
B A0 3,11 E1F 4,12 413 5,13 B 13 4,0 004484305
B1Z 3,13 3,14 3,15 4,15 4,15 4,17  3,0.00%3632E0
Bl 3,12 412 4,13 513 514 B 14 4,0.004484305
B10 3,11 31 3,13 314 3,15 415 4,15 3,0. 003383220

conclusion|confidence [pre_length|
12 . 4444445
12:4,13 3571428
13 . T14285T

oam remlse

408 3,8:3,9:3,10:3,11;3, 12
409 3,9:3,10,3,11;3, 12

410 03,9:3,10:3,11:5,12:4, 12

4, 5
4, 4
4, 5
3,10;3,11;3,12;4,12 4,13;5 13 4736842 4
3,10:3,11;3,12;4,12;4,13 5,13 B9230TT & |
(B [415 5, 16.6,16:6,15:7, 15 T, 14:8,14 . aorldes 4]
| |414 5, 18:6,18:6,15:7,15:7,14 5,14 .5 5
| las 3,11:3,12:4,12;4,13 5,13:6,13 .2608696 4
| |ats 311:3,12:4,12:4,13:5,13 6,13 4 5
| latm 3110312412413 5,13:5,14 2608696 4 v
Frequent trajectory: {3,10; 3,11; 3,12; 4,12; 4,13; 5,13}
minconf = 0.25 @
(3,10} --> {3,11; 3,12; 4,12; 4,13; 5,13} conf=0.157143 | X
{3,10; 3,11} --> {3,12; 4,12; 4,13; 5,13} conf=0.183333 X
{3,10; 3,11; 3,12} > {4,12; 4,13; 5,13} conf=0.211538 | X
{3,10; 3,11; 3,12; 4,12} --> {4,13; 5,13} conf=0.229167 X
{3,10; 3,11; 3,12; 4,12; 4,13} --> {5,13} conf=0.692308 ’\j

(b)

Fig. 5. Mining motion patterns(a) frequent trajectory miningb) association rules generating.

The current trajectory: 3,13;2,13;3,13;3,12;4,12;4,11;5,11
The actual future trajectory:6,10;6,9;7,9;7,8

The predicted result: 6,11

The rule's number for pattern matching: 57. matching length: 1
TRUE!

The current trajectory: 3,13;2,13;3,13;3,12;4,12;4,11;5,11;6,10

The actual future trajectory:6,9;7,9;7,8

Can not find any association rule, a predicted point depend on the movement tren
d would be returned: The predicted result: 7,9

TRUE!

The current trajectory: 2,16;3,16;3,15;4,15

The actual future trajectory:4,16;5,17

The predicted result: 4,16

The rule's number for pattern matching: 449. matching length: 2
TRUE!

The total number: 214, the correct number: 123, the error number: 91

Fig. 6. Predicted results (Console output).

1.
correct ratel Tnum(PatternMatchlr_lg_True
- Tnum(PatternMatching_All
Tnum(PatternMatching_True): the number of the
correct predicted results by pattern matching;
Tnum(PatternMatching_ALL): the number of the
total predicted results by pattern matching.
2.

Tnum(PatternMatching_Trye
Tnum(All)

correct_rateZ=

Tnum(All): the total trajectory number.

is larger, the credibility of the generated association rules is
higher; the error rate would be smaller. When minconf con-
tinues to increase, because the number of the generated asso-
ciation rules is less, the accuracy would present an unstable
state, and would appear abnormal points as shown in Fig. 8.

The second correct rate reflects the efficiency of data min-
ing technology for the prediction system. With the increase
of minconf, the correct rate is stable at the beginning and
remains above 45%. When minconf continue to increase
from 0.4, however, the correct rate decreases rapidly to about
10 %. This is because, for the whole prediction system, if the
system can not find the matching pattern, it would return a
result according to the movement trend, and the accuracy of
this speculation is fairly low.

8.2 Minsup and the prediction accuracy

Figure 8 shows that when mincogf0.25, the prediction ac-
curacy is the best. Therefore, we let minconf value to be 0.25.

Figure 9 shows the prediction accuracy with respect to
the varying value of the minsup threshold for a set value of
minconf=0.25. With the increase of minsup threshold, two
correct rates fluctuate by small degrees partly, but decrease
generally. Under the condition of the same minconf value,
the increase of minsup leads to the decrease of the frequent
trajectory number, as well as the number of association rules.
All these reasons result in the decrease of prediction accu-
racy.

Through repeated experiments, we find that when minsup

The first correct rate reflects the accuracy of data miningset to 0.003 and minconf set to 0.25, prediction accuracy is
technology for itself. With the increase of minconf, remove the best. The experimental results show that in the 214 trajec-
the last abnormal point, the correct rate overall presents a ristories, the number of the trajectories, which match the motion
ing trend, and always maintain above 60 %. Because minconpatterns successfully, is 160, including 104 correct predicted

www.nat-hazards-earth-syst-sci.net/13/3211/2013/
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Fig. 7. The predicted result of the trajectory with the id number of ) .
126. The black part is the current trajectory for predicting; the blue Fig. 9. Minsup and the correct rate when mincen0.25.
part is the actual future trajectory for verifying; The red part is the

redicted trajectory by data mining. .
P J yby g Our future work includes:

08 Comectralel  —A—Gorrect rate2 1. Replacing uniform moving regions with differently
071 oess  gew _m—= 0853 ogrzr sized areas that divide the movement area based on the
06 osee oee e osa e density and congestion of moving objects;
2 0.54 A 0080 4 0asT . . . .
0] s e “‘3—‘\_3&'\ 2. Including spatial information into the movement rules;
&031 e T 3. Developing more effective matching strategies and
021 e N finding more useful evaluation functions.
011 ) 13;‘5

T T T T T T T T T T T T T 1
0.05 010 015 020 025 0.30 035 040 045 050 055 060 065 070 0.75
minconf(minsup=0.003) Appendix A

Fig. 8. Minconf and the correct rate when minsg.003. .
The pseudo-code of the HTPDM algorithm

trajectories and 56 incorrect predicted trajectories. The accu- Algorithm Hurricane Trajectory Prediction Based On Data
racy is 65 %. The other 54 trajectories fail to match the pat- Mining

terns, including 19 correct predicted trajectories and 35 in-
correct predicted trajectories. The accuracy is 35.2%. In the . . .

whole 214 trajectories, the number of the correct predicted Input: (1) Mow_ng trajectory databgs‘éD, minimum sup-
trajectories is 123 and the number of the incorrect ones is 91, port thresholdninsup minimum confidence threshofdin-

the accuracy of the whole prediction system is 57.5 %. conf _ .
Output: (1) Predicted trajectors,

(2) True/False
9 Conclusions Algorithm:

/IStepl: Mining frequent trajectory set FreTraSet
This paper proposes a novel method for hurricane trajec- 01: Scan the tabl&; containing the all history trajectories;
tory prediction based on data mining by integrating associ- 02: C; = { all different trajectory points;
ation analysis technology and using the real American At- 03: F; = { ¢ € C1|c.sup > minsup} ;
lantic hurricane data. This method is different from the tradi- 04: FreTraSet= Fy;
tional dynamics modelling forecast affected by multiple fac- 05: max_length= the maximum trajectory length ifi;;
tors. Firstly, all frequent trajectories in the historical hurri- 06: FOR ¢ = 2; k < max_lentghk + +)
cane trajectory database are mined by using association analQ7: C, = get_candidateH;_1);
ysis technology and their corresponding association rules are08: IF (Cy is null)

generated as motion patterns. Then, the current hurricane tra-09: Break;
jectories are matched with the motion patterns for predicting. 10: FOR all trapsactionse T1;
If no association rule is found for matching, a predicted result 11: flag= 1;
according to the hurricane current movement trend would be 12: IF (t.flag== 0)
returned. The experiments show that the prediction accuracy 13: FOR all trajectories € Cy;
is ideal and satisfactory. 14: IFc €1)
15: flag=0;
16: Record the number of the occurrences: of

and it to thec.count

Nat. Hazards Earth Syst. Sci., 13, 3211322Q 2013 www.nat-hazards-earth-syst-sci.net/13/3211/2013/
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17: END IF;

18: END FOR;

19: END IF;

20: IF flag==1)

21: Modify this trajectory’d.flagto 1;
22: END IF;

23: END FOR;

24: FOR all trajectories € Cy;

25: c.sup= c.count/|D|

26: END FOR;

27 Fy ={c e Cy |c.sup> minsup};
28: IF (Fy is null)

29: Break;

30: FreTraSet= FreTraSetUF;

31: END FOR;

//Step2: Generating the table sT'containing all associa-
tion rules

32: FOR & = 2; k<FreTraSet.count- 1; i++)

33: FOR all trajectories € Fy;

34: hy = gettail ¢);

35: CALL rules_generation (h1);

36: END FOR;

37: END FOR;

//Step3: Predicting and verifying the results

38: FOR each trajectonyfor predicting in tablel> contain-
ing all experimental data

39: f=0;

40: Id, =-1;

41: FOR all rules € T3;

42: Calculate the evaluation function’s valyie

43: IF(f >f)

44: f = fr;

45: Id, =r.num;

46: Record the conclusion’s length of the new rule;
47: tp = r.conclusion

48: ELSEIF(f, =f)

49: Id, = the ID number of the one which has a

longer conclusion;

3219

Alg. 1 Algorithm HTPDM

Al Instructions

1. Line 07. The functionget_candidate(p). If the ele-
ments inF,_1 are all unit trajectories, all adjacent ones
would be merged into 2-sequence trajectories accord-
ing to the concept of “Adjacent Unit Trajectories” in
Sect. 4. Otherwise, all trajectories f_1, which can
be connected, would be connectedktsequence tra-
jectories according to the concept of “Trajectory Con-
nection” in Sect. 4.

2. Line 10-23. Every time the tallg is scanned, the
transaction’s flag, which does not contain any trajec-
tory in Cy, would be set to 1. The transactionsTip,
which flag is 1, would not be considered in the next
scanning. It would reduce the complexity of the algo-
rithm. The theory basis is that the one does not contain
any trajectory inCy, would not likely to contain any
frequent trajectory with length greater thanPriori
Principle in Sect. 4).

3. Line 32-37. Ak frequent trajectory can generate k-1
association rulesi, — ¢ —h,). For example, let a tra-
jectoryt be{a, b, ¢, d}, it can be decomposed into three
rules:{a} — {b,c,d},{a,b} — {c,d},{a,b,c} — {d}.
Take each ruléh, — r — h, into account, if its conf
(=supt)/suph,)) is greater than minconf, this rule
would be stored in the tablg;. rules_generation(t,h
is a recursive procedure, the algorithm is described as
follow.

01: Generate a rule, the tail (the premisg, the head (the
conclusiory — h,);

02:rule.conf=sup (t)/sup (h);

03: IF (rule.conf > mincont);

04: Put it into the tabldx;

50: Record the conclusion’s length of the new rule;09: END IF; .
51: f, = r.conclusion 06:/7,41 = getnexttail (t/.);
52: END IF; 07: CALL rules_generation (f,41);
53: END FOR;
54: IF(d, == —1) s . o
: " ! . upplementary material related to this article is
frznd- tp = a predicted point depend on the movemeng, ~.-hle online at
o i http://www.nat-hazards-earth-syst-sci.net/13/3211/2013/
56:  ENDIF; nhess-13-3211-2013-supplement.pdf
57 m= min (p_length, §_length >5? 5: min PP P

(tp_length, 1 _length;
58:
late their centre

POINtS: P pims Prm;

59: IF (ppm — Pam >1)

60: RETURN ¢p, FALSB);
61: ELSE RETURNf{, TURB);
62: ENDIF;

63: END FOR;

Capture their formen items respectively, and calcu-

www.nat-hazards-earth-syst-sci.net/13/3211/2013/
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