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Abstract. Extreme surface waves occur in the tail of the of “simple” physics and statistics, and if so, what is the more
probability distribution. Their occurrence rate can be dis- complicated physics or statistics involved.

played effectively by plotting lI6—InP), where P is the The topic has been discussed in numerous papers, with
probability of the wave or crest height exceeding a partic-recent reviews and summaries in the proceedings edited by
ular value, against the logarithm of that value. A Weibull Miller and Henderso(2005, the review paper bipysthe et
distribution of the exceedance probability, as proposed in aal. (2008 and the book bharif et al. (2009. Garrett and
standard model, then becomes a straight line. Earlier NorttGemmrich(2009 is a brief summary. Some of the questions
Sea data from an oil platform suggest a curved plot, withthat arise in the analysis of wave data are:

a higher occurrence rate of extreme wave and crest heights S )

than predicted by the standard model. The curvature is not 1. What probability distribution functions (pdfs) for crest
accounted for by second order corrections, non-stationarity, ~ Neight or trough to crest wave height should be used for
or Benjamin-Feir instability, though all of these do leadtoan ~ comparison with data?

increase in the exceedance probability. Simulations for deep
water waves suggest that, if the waves are steep, the curva-
ture may be explained by including up to fourth order Stokes 3. What physical or statistical effects can lead to a higher

corrections. FinaIIy, the use of extreme value theory in fitting occurrence rate of |arge waves than expected from sim-
exceedance probabilities is shown to be inappropriate, asits  ple theories?

application requires that not juat, but also Inv, be large,

whereN is the number of waves in a data block. This is un- 4. Is generalised extreme value theory (e@ples 200])
likely to be adequately satisfied. useful in examining the infrequent events of large am-
plitude that occur in the tail of the pdfs?

2. How should these pdfs be used?

The purpose of this short note is to examine these questions,

1 Introduction partly motivated by results cited lWyysthe et al(2008.

The media often present accounts of “rogue” waves, thoughy Theoretical probability distribution functions
the meaning of the term is usually left undefined. In some

situations, any large surface wave is described as a rogue.1 Linear theory

More technically, the term is reserved for those waves in the

tail of the probability distribution, exceeding the average by If the sea surface heiglgtis made up of a large number of
some prescribed multiple. Greater scientific interest comesndependent sinusoids, then its probability density function
from the question as to whether there are more abnormallyp (¢) is Gaussian with

large waves in a given sea state than predicted on the basis

2
pE) = (2noz)—1/2exp<—%> 1)
20
Correspondence tal. Gemmrich
BY (gemmrich@uvic.ca) whereo? is the variance 2 of the surface elevation.

Published by Copernicus Publications on behalf of the European Geosciences Union.


http://creativecommons.org/licenses/by/3.0/

1438 J. Gemmrich and C. Garrett: Rogue waves

We are interested here in the height of crests, or the wavdeading to Eq. §) if n has the exceedance probability given
heightH from trough to crest (just twice the crest height for by Eq. @); for the nonlinearn/Hs to exceed a particu-
a plane wave in linear theory). For a sea of random surdar value, the linear, /Hs must exceed the value given by
face waves distributed over a very narrow frequency bandEg. 8).

Longuet-Higging1952 showed tha#H has a probability dis- Forristall (2000 also cited the formula
tribution given by the Rayleigh formula 5
1
AH 2H? P(n/Hs> z) =exp| —82° (1— —RZ) ©)
p(H) = ﬁEXP(—F> (2) |: 2
S S

of Kriebel and Dawsot§1993. Expansion in powers aRz

of the exponent in Eq.9) agrees with that for Eq6J in the

(Rz)? and(Rz)! terms, but the formulae differ significantly

P(H/Hs>z) = exp(—2z%) (3)  for relevant values oR andz.

The corresponding exceedance probability for crest heights The CF’”eCt Wayenumbek to use in the parameter

is R =kHs is uncertain. For the narrow band spectrum as-
sumed in the derivation of the underlying Rayleigh distri-

P(n/Hs> z) = exp(—8z%) (4)  bution, k could perhaps be that at the spectral peak. For a

realistic spectrumForristall (2000 cites D. L. Kriebel for

where Hs = 4o is the “significant wave height”. The ex-
ceedance probability fofl / Hs is

Naesg1985 has shown that for a finite but still narrow band- . X
width the pdf of wave heights is still given by a Rayleigh the suggestion that be taken to correspond to waves with a

distribution, but withHs in Eq. (2) reduced by an amount re- period 0:95 time; the .period of the waves at the spegtral peak,
lated to the bandwidth. Thus large wave heights become lesSC thatk is 1.11 times its values at the peak, but this is clearly

likely as the bandwidth increases, though the distribution ofS0Mewhat arbitrary. Further, it is the local wavenumber that
crest heights is unaffected. The topic is discussed in detail by "¢lévant, and this may be smaller than average for large

Casas-Prat and Holthuijs¢2010. waves Gemmrich and GarretQ_OO&; !.e., large waves tend_
to be longer than average. Simulations are clearly required
2.2 Second order effects and will be discussed later.

The discussion here is on deep water wavesFoutistall
In deep water, a single plane wave is distorted at finite am+{2000 cites Eq. ) for the result that, in water of depth the
plitude. The second order correction in the Stokes expansiosteepness parametishould simply be replaced W (kd),
(e.g.,Dean and Dalrymplel991]) gives a surface elevation  where

coshu (24 cosh) 3 1
2sinku sinh2:

¢ = aco¥ + %kazcosize) (5) fu) = (10)

wherea is the linear wave amplitude ards the wave phase
kx — wt, with k,  the wavenumber and frequency, and
the space coordinate and time.

Allowing for the second order correction does not af-
fect the trough-to-crest height for a narrow-band spectru
(though it may do so slightly for a finite bandwidth), but does
modify the distribution of crest height&orristall (2000 re-
viewed studies byrayfun (1980 and others that lead to an
expected exceedance probability for the crest hejgfiven

by IN[—INP(n/Hs> )] = 2Inz+In8 (11)

2.3 Presentation

Data on wave height or crest height exceedance may be com-
ared with formulae3) and @) or other formulae, but the
arge waves then correspond to small valuesPofit the

tail end of the distribution. As iDysthe et al.(2008), it

makes for a better presentation of simulations or data to plot

In(—In P) which, for Eq. @), is

8 2
P(n/Hs>z) = exp{ Rz [(1+ 2R7)M? - 1] } (6)  and hence a straight line if plotted versus.In
] Based on simulations for exceedance probabilities down
whereR is the measuré Hs of the steepness of the waves, o 1074, Forristall (2000 suggested the use of the Weibull

with k the wavenumber. The derivation of E6) (s simple.  distribution (we use the notation Bysthe et al(2008 here)
From Eq. ), the full crest elevation has

ZO{
U o1 (m\° P(n/Hs>z) = eXp(——) (12)
=+ SR ) B
Hs Hs 2 Hs

with 5 the crest height according to linear theory, so that
m _ (14+2Ry/He)"? -1

o= R ®)  In[~InP(/Hs>2)] = alnz—Ing, (13)

and similarly for P(H/Hs > z), with the values otx and 8
depending on the sea state. This leads to
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again straight lines if plotted versuszln We compare this r ; ; ‘ o ]

later with our own simulations for realistic wave conditions, 7 10:3

but first apply the transformation [lrInP(n/Hs > z)] to R 18—6

Eq. 6). The curves in Figl for various values ofR are 2.5 1078

approximated remarkably well by straight lines and we note = 16

that this remains the case everRifs increased by the factor £

in Eq. (10) to allow for finite depth. é’ 2t 10°
We note that the ordinate of Fig. 1 is simply re- :

lated to the exceedance probability by the transformation 1.5 R | 102

P(n/Hs> 7) =exp(—expy), with P decreasing ay in- :gg R0

creases. The vertical distance between two curves in sucl —— (KD), R=0.25

a plot gives the difference in exceedance probabilities for 1573 1 12 14 16 18 2 22

a specified crest height, whereas the horizontal difference n/H,
gives the difference in the crest height expected for a speci-
fied exceedance probability.
A simple summary of the two effects of finite frequency Fig. 1. The function in Eq. ), demoted by ), for various values
bandwidth and second- order effects is that the former move$f R and the functionin Eq9), denoted by (KD), fok =0.25. The
the plot for wave height/ above the Rayleigh line but does dashed line corr_espond_s to the Rayleigh dis@ribution (equivalently
not affect the plot for, whereas the latter does not affect the R=0). The horlzon_t_al lines correspond to different values of the
: : exceedance probability .
plot for H but moves the plot fon below the Rayleigh line.
The plot of Eq. 9) in Fig. 1, for a reasonable value &,
shows that it may also be approximated well by a straight
line for exceedanBcI:e probabiIiF';EBQreater than abzut 16, g jsen (201()' found that a quleigh distribgtion still fits the
as suggested biyorristall (2000. However, over the range da_ta_well, i.e. they would S_t'” choose=2 in Eq. (_12)' but
of P from, say, 102 to 1074, it departs slightly from the B is increased by 25_%. With only i@vaves,_thls is pr_oba_—
Tayfun formula for the same value & More importantly, bly reasonably c_onS|stent also with the.Wel_buII distribution
the plot of Eq. 9) curves down slightly for small values of preferred byForristall (200 and shown in Figl here, us-
P, predicting more frequent large waves than Bj. [t will ing a moderate value fpr the wave steepness, but we will not
be important to check this against numerical simulations puUrsue further comparison.
first the results from data will be discussed. More provocative and unusual data from a laser altime-
ter at a North Sea oil platform were presented ysthe
et al. (2008 and are reproduced here in Fig. The ex-
3 Comparison with data ceedance probability for individual waves was obtained by
Dysthe et al(2008 from the block maxima data by evaluat-
Dysthe et al.(2008 and other authors have compared ob- ing the probabilityF thatnmax/ Hs < z. Then
servations with theoretical expectations, though usually with
data sets that are too small to examine waves occurring with? (n/Hs > z) = 1— FY/V (14)
a frequency of less than, say, one ir° 1% so. For exam-
ple, the data obtained from the Marlin oil platform in the where N is the number waves in a block. For probabili-
Gulf of Mexico during hurricane Ivan in 2004, and exam- ties greater than 1@ or so, the data for the crest height are
ined by Dysthe et al.(2008, only deal with scaled wave slightly to the right of the Rayleigh curve, as expected from
height exceedance probabilities greater than*l0Most  second order effects for waves with a small steepness and
recently, Casas-Prat and Holthuijs¢2010 examined 16 slightly to the left of the Rayleigh line for wave height, as
waves recorded by buoys in deep water off the coast of Spainexpected for finite frequency bandwidth. However, the data
They found that wave height exceedance probabilities wereshow a pronounced curvature of the exceedance probability
well accounted for by the Rayleigh distribution modified for plot for probabilities less than approximately 1€, partic-
finite frequency bandwidth, but the crest height exceedanceilarly for the crest height. As pointed out byDysthe et
probabilities were only very slightly higher than predicted by al. (2008, this behaviour is inconsistent with standard mod-
linear theory. Casas-Prat and Holthuijs€éB010 suggested els. If the data are reliable, they suggest a dramatic increase
that the absence of more pronounced nonlinear effects wasia the frequency of occurrence of rare large waves, or in the
consequence of the hydrodynamic response of the buoys. size of waves occurring with a frequency of less than about
Casas-Prat and Holthuijsef2010 did find more pro- one in 30000 (typically once every 3 days). The water depth
nounced nonlinear effects in the crest height exceedancat Gorm is 40 m, but even taking the wavenumbéo cor-
probability obtained from laser altimetric observations of 10 respond to waves of 10 second period, this gikés= 1.72
waves at a North Sea oil platforn€asas-Prat and Holthui- and the functionf from Eq. (L0) is 1.22, indicating a slight
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3 _ s less if the directional spread of the waves is allowed for than
. Pl 1 i@g if not. Forristall (2000 found that theKriebel and Dawson
£ 25 e om0 GO® 00 © ©317F5 (1993 Formula @) compares well with data and simulations
5 o0 r10™ in water that is deep enough to not significantly influence the
g 9 - (107 waves, but gives too great an enhancement of crest heights in
< P )
'E 15 .- - shallow water. This agreement of simulations with E3).i¢
- perhaps surprising given that, as shown in Big=q. @) dif-
s 1 12 14 16 18 2 22 fers slightly from the supposedly more accurate Ey.fér
n/H, the same value aR.
3 . More importantly, the analysis dforristall (2000 was
_ .- %@g for exceedance probabilities no smaller tharr4,0and we
£ 25 po'(b’oo 69:710-5 see from Fig.1 that for smaller exceedance probabilities
'i'| Al . "10:;‘ theKriebel and Dawsoi(1993 formula departs significantly
z o - 110 from the straight line of Eq.1@). It seems worthwhile to
= 1.5 ol check from further simulations whether a plot ofin P)
- o versus Irin/ Hs) is well approximated by a straight line or
b 12 14 16 /1'_8 5 22242628 whether it curves down for small values Bf
H/H

We confine our attention to deep water simulations and a
simple implementation of the second-order crest height en-
hancement. This ignores the set-down under wave groups
Fig. 2. Data from the Gorm oil field in the central North Sea, re- that is included in the accurate simulations edrristall
plotted fromDysthe et al(2008. As in the figure inDysthe etal. (2000 but captures the main effect of second order inter-
(2008, the filled circles are representative points, whereas the opemactions. As inGemmrich and Garretf2008 2010, we
circles represent individual records. Here, the dashed lines show thaave performed simulations using JONSWAP spectra with
Raylejgh distributions Eqs4] and @) for crest ar_ld wave heightsre- e peak enhancement facjoequal to 1, 2, and 3.3, though
s_pectlvely. Ve_1|ues of the exceedance probab#itsre shown on the we focus ony = 1 corresponding to the fully-developed seas
right hand axs. that are likely to be of the greatest concern. The simula-
tions are based on the Matlab Toolbox “Wave Analysis for
shift to the right of the exceedance probability plot, but not aFatlgue and OceanographyiVhFO G.roup 2000, Wh.'Ch

takes random spectral components with sine and cosine terms

dramatic change in slope at small exceedance probabilities.tht ind dent and G . To h bl reli
Other data obtained using laser altimetry on a North Sea at are independent and taussian. 10 have reasonably Tell-

- ble statistics, for each situation we generate 275 time series
oil platform were reported bytansell(2004. He exam- a ’ . . S
ined 354 000 waves observed during stormy periods at théaach 60 days long, with a 10 pgak period (though th|s. IS
Alwyn North field in a water depth of approximately 130 m scaleable so that our results are independent of the choice)

and also found a probability of occurrence of rogue Waves,and take 1.0 sam.ples per second. In using Ep.the_ local
with H > 2Hs, greater than predicted by the Rayleigh for- wave amplitude is taken as the crest or trough height from

mula the linear simulations and the wavenumbés calculated us-

The curvature in the exceedance probability plots shownnd the linear dispersion relation and a period defined as the

in Fig. 2 and the associated increased probability of Iargetlme between successive zero up-Crossings.

waves above that predicted by the standard formuldeof fr Irc:lealg/cgrll\lgl\J/rVAsgnulat|(;rrlsmW§ ?hv(\?itter\d not Sti:t mt:]hvzavrfls
ristall (2000 clearly needs further observational confirma- om a spectrum bu a spectru at only

tion or refutation, but it raises the key question as to Whatbecomes the desired JONSWAP spectrum after the addition

could cause the curvature. We thus proceed to examine th f the local second harmonic. However, we have found that

implications of various simulations and statistical considera-"¢ change in spegtral shape and level from the add_mon IS
tions. small, so we have ignored the problem and not carried out

the iteration that would be required to correct it.

The JONSWAP spectrum withr =1 with a 10 second
peak period hag#ls=3.95m andR = kHs;=0.18 if, as ear-
lier, we base the wavenumber on the linear dispersion rela-
tion and a period of 0.95 times the peak period. To allow for
different values ofR, we have also conducted simulations
As mentioned earlierForristall (2000 undertook simula-  with Hs 0.5, 0.8, 1.3, 1.7 times the reference value, giving
tions of typical wave spectra with accurate implementation of R = 0.09,0.14,0.23,0.30. The resulting exceedance proba-
second-order interactions. He found that, as expected, creilities are shown in Fig3.
heights increase over those given by linear theory, slightly

4 Comparison with simulations

4.1 Second order simulations
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4.2 Fourth order simulation

3H - - —'Rayleigh /" —8
(105
:ig—e The second-order correction may, as discussed above, be im-
1078 plemented accurately, as Borristall (2000, or through a
@ 107 local approximation as used here. Higher order corrections
T 3 to the wave field may also be made using a local descrip-
= 10 tion of the wave field, i.e., assuming that a local wave crest
is part of a uniform wave trainDawson(2004 added up to
fifth order corrections using this approach. Here we add sec-
ond, third, and fourth order corrections to the crest height,
1 08 12 14 16 18 2 22 taking the starting point as the linear simulation. Hence the
n/H, corrected crest height is taken as
1 35,5 2533
' ' n:a(l—i—zka—i-gk a +Z1k a®) (15)
3H-- - Rayleigh . 1.8
Riow . ”%8-7 where the wave amplitudeand the wavenumbérare taken,

5l —_R-ons :*10:: as before, from the linear simulations and the linear disper-
_|l==pR=ox 110 sion relation using the local period. We are thus ignoring the
z 1107 change in the dispersion relation for a regular wavetrain of
< 2 11073 nonlinear waves but assuming that, within the local wave, the
- amplification of the wave crest height, even to fourth order,

1.5 occurs as for a regular wavetrain. Our simulations should

thus be regarded as exploratory rather than definitive. The
1 , , L , , corrections to the displacement of the trough have opposite
1 1.2 14 16 H%_Els 2 22 25 3 signs for the second and fourth term in brackets in E§), (

so that, at least for a narrow-band spectrum with crest and
trough amplitudes nearly equal, the wave height is increased
by a factor(1+ 3k%a?).

Fig. 3. The crest height exceedance probability for a simulated The simulation results are shown in Figand correspond
JONSWAP sea witly =1 and correction for the second harmonic, to Fig. 3 but with the addition of higher harmonics. We see

VTVEQ ‘ézrsi?]:z Vl?r:Zesocr’:isorﬁé’;e;e?F:Zﬁ\éz;t:gﬂﬂgiﬁﬁjﬁg :Is'e 1o that this addition of higher harmonics leads to downward cur-
tively R =0. In this and subsequent figures, values afim P) vature of the plots at large valuespfHs. This suggests that

are shown on the left hand axis and valuesPoitself on the right any similar curvatgre observed _'n data Setfc‘ may be a con-
hand axis. sequence of the higher harmonics. In particular, the Gorm

data shown in Fig2 have exceedance probability plots for
both crest and wave heights that curve over at a point com-
We see that, as for the idealised case discussed earlier, thgarable to that expected for a steepnBssf approximately
plots for crest height are close to the straight lines implied by0.25 in the simulation results shown in Figy. This inter-
Eq. (13) for probabilities down to 107, providing general  pretation is weakened, however, by the small offset from the
support for the suggestion Wyorristall (2000 but casting  Rayleigh line shown by the Gorm data in the higher proba-
doubt on the usefulness of E@)( In particular, it seems that bility sections of the plots that are nearly straight lines. A
second-order effects cannot account for any downward curfalse offset could be produced by the conversion from block
vature seen in the exceedance probability plot of data at largenaxima having used an inappropriate value of the number
values ofy/ Hs. We also find that the crest height exceedanceof waves per block, but there is no reason to expect this. In
probability for a purely linear sea (effectivel/= 0) matches  any event, it is important to examine other possible causes of
the Rayleigh distribution very well. Thus an observed differ- the downward curvature in the plots.
ence from the Rayleigh distribution must be a consequence
of nonlinearities or other effects beyond simple theory.
For the scaled crest heighf,/ Hs, the exceedance proba- 5 Benjamin-Feir instability
bility displayed in the lower panel of Fi§.shows only a very
weak dependence on wave steepness, as expected if chandé8ri and Jansse(200§ have suggested that the enhanced
in the crest and trough height very nearly cancel each othef@ccurrence of large waves is related to the fourth-order cu-
The offset of the plots from the Rayleigh line is the expeCtede|antK4O of the surface elevation, related to the kurtosis

effect of finite frequency bandwidth. a4 by kao= pa—3. They show thaksg has only a small
contribution from the non-resonant Stokes harmonics that we

www.nat-hazards-earth-syst-sci.net/11/1437/2011/ Nat. Hazards Earth Syst. Sci., 11484637611
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[ Zreioan]| R 3f _
3 Ea:yloelgh 1 10:3 B 10_3
R=0.14 T10 6 10 5
—R f0.18 + 10‘ - lo‘
251 R0k i 2.5 107
2 T 10"
+ L 2 1,43
= £ - - —Rayleigh 10
K40:0.2
1.5t K4O:0A5 H
K40:0.8
™ %s 1 12 14 16 18 2 22 1 L
' nH_ - ' 0.8 1 1.2 14 16 18 2 22
s r]/Hs
3([--- Rayieigh ’110:575 Fig. 5. The crest height exceedance probability according to the the-
—Rzou ’:%8_6 ory of Mori and Jansse(2006), for various values of the parameter
28— s Mo
a 1107
< 2 11078 6 Effects of non-stationarity
£
15 As remarked by onguet-Higging1952), if a non-stationary
time series of waves is treated as if it were stationary, it will
L show a greater than expected probability of large waves. The

1 12 14 16 18 2 22 25 3 point was emphasized byilller et al.(2009 and byHeller
(2009. In the situation studied bideller (2006, the non-
stationarity arises from the passage of a ship through a sea
state that is inhomogeneous by virtue of wave interactions

Fig. 4. The crest height exceedance probability for a simulatedwith small-scale currents.

JONSWAP sea witly =1 and correction for the second, third, and ~ We examine the problem analytically and numerically to

fourth harmonics, for various values #ifas in Fig.3. The dashed  see how non-stationarity affects the straight line expected in

line corresponds to the Rayleigh distribution. a data presentation such as that of Rig.Analytically, we
consider a wave record with significant wave heightfor

h idered so far but h ianificant trib the whole record, but1, H> for the first and second half,
ave considered so far but may have a significant contribu; .., H12=H52(1+6) andH2=H52(1—e). Then

tion from the resonant wave-wave interactions that charac-
terise the Benjamin-Feir instability (though, as reviewed by 1 872 8,2
Dysthe et al(2008), this instability is thought to occur only  P(n/Hs>2) = 5 |:9XP<—E> +eXP<—E>i| 17)
if the waves are long-crested as well as steep).
TheMori and Jansse(R006 theory applies to waves that  Figure6 shows In—In P(5/Hs > z)] from Eq. (L7) for var-
are narrow-band and havé = 25, so we may scale their jous values ok. (The exceedance probability for the wave
Formulae (46) and (47) to give an exceedance probability foheight will be similarly affected and does not need to be ex-

crest height given by amined separately.)
8 Figure6 clearly demonstrates an increasing probability of
P(n/Hs> z) = exp(—8z°) [1+ §K4oz2 (4z2 — 1)] (16) large waves in a non-stationary time series treated as station-

ary. For large waves, however, the line in Fédor a particu-
This shows an increase in the probability of large waves ovetar value ofe has a slope equal to that of the line for a station-
that given by the Rayleigh distribution and is shown in Big. ~ ary time series witle = 0, rather than becoming less steep as
for the range of values ofsg that they find appropriate for occurs with the second-order correction to crest height. The
laboratory and ocean waves. result is not surprising, since the first half of the right hand
The notable feature of Fid is that, while the probabil- side of Eq. {7) dominates for largg/Hs.
ity of large waves is enhanced, the plots do not show the Itis possible that this tendency for{laln P (n/Hs > z)] to

downward curvature exhibited by the Gorm data discussednaintain the same slope for non-stationary data is a conse-
by Dysthe et al(2008. guence of assuming an abrupt change in the variance from
one value to another. It would be interesting to investigate
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J. Gemmrich and C. Garrett: Rogue waves 1443

37 1 —8 37 —8
1o !
2 10°° 107
. ,10—5 2.5 ,10—5
T 1107 & F10°4
1 2t _ T - =
= F1073 = 2 1073
L - - - Rayleigh|} - - —Rayleigh
15 £=02 1y siyoélzg |
=04 £=0.4
1 €=0.6 £=0.6
0.8 1 12 14 16 18 2 2.2 1 0.8 1 1.2 14 16 18 2 2.2
r]/HS n/HS

Fig. 6. The effect of non-stationarity, based on E&j7)( for a time Fig. 7. The effect of non-stationarity, based on Efg8)( for a time

series with a variance that changes halfway through, frefe 1o series with a variance that is proportional b+ «7)~1 over the

1— e times the average, with=0.2,0.4.0.6. The Rayleigh lineis range—7 <t <T, withe =aT =0.2,0.4,0.6.The Rayleigh line is
equivalent to that foe = 0. equivalent to that foe =0.

a linearly changing_ variance, proportional te-&¢ overthe (2005, a wave that is not really particularly large might ap-
range—7 <t <T withO<aT <1, but this does not lead to pear to be so if it occurs in a block of data with a less than
asimple expression faP. A model that is very close to this, representative significant wave height.

however, takes the variance to be proportionafite- o). To investigate this, we have taken 20 min blocks from a
The average variance is no longer equal to the variance afimulated 40yr time series of a JONSWAP spectrum with
=0, but, after some algebra, we find that y =1 and a peak period of 10 s. Figul8shows the standard
. 2 presentation of the exceedance probability of crest height.
5. SiNh(Bez?) . . . .
P(n/Hs>z) = exp(—Bz )—2 (18) _Surp.rlsmgly_, the exceedance probability of a given crest
Bez height is less if the block values @fs, rather than the value
wheree =« T and from the whole record, are used. This implies that in blocks
with smaller than averag#s the heights of large crests are
B= ‘_1’|n(1+6> (19) even more reduced. However, the exceedance probability
€ 1-¢ plot using the block values dfls is still reasonably well ap-

As ¢ — 0, B— 8 and Eq. {8) reduces to the expected proximated by a straight line; there is no change in behaviour
Rayleigh distribution. for the large waves.

We see that the slopes of the plots in Figdecrease as
€ increases. For a given there is no significant change in
slope as)/ Hs increases. 7 Generalised extreme value theory

We find similar behavior for the simulated waves from the
JONSWAP spectrum withy = 1 and no second-order cor- While comparison with proposed exceedance probabilities is
rection, but with Hs tapered as for the analytical example possible, it is also sometimes suggested that extreme values
discussed above. The exceedance probability plots are verpr Wave or crest heights should be fitted with the canoni-

similar to those of Fig7 and are not shown. cal functions that emerge from extreme value theory (e.g.,
Coles 200) . This is a general theory that leads to a fam-
6.1 Apparent non-stationarity ily of asymptotic formulae for the exceedance probability for

the maximum in blocks of data containing a large number
The flip side of not allowing for non-stationarity can occur if of individual events. A particular member of this family is
a stationary record is split into blocks. These will have sig- the Gumbel distribution and we can see how this distribution
nificant wave heightdis that fluctuate around the value for arises in a situation in which the exceedance probability for
the full record, producing misleading statistics if the crest orindividual events is given by Eql1p).
wave height is normalized by the blodks rather than the We start with
Hs from the full record. (For typical wind seaBpnelan and
Pierson(1983 find a variation of 12% or so irHs calcu- a\ N
lated from 17 min blocks of data.) As remarkedfyrristall ~ ©* = P (lmax<2) = [1—exp(—F>} (20)
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Fig. 8. The effect of apparent non-stationarity, based on usingFig. 9. The function Ii—In(1— F1/V)], with F from Eq. @7) tak-
Hs from short data blocks (thick lines) rather than from the whole ing « =2 andg = 1/8, plotted against lnand compared with the

record (thin lines).

wherenmax is the maximum of;/ Hs in a block of N waves.
Hence, followingNerzic and Prevost(l997 but changing

their notation,
_ a7\ N
P(ﬂmax ay <z>:{1—exp|:—(bNZ;aN) i“ 1)

by

We now define
an

ay =(BInN)¢, by 2NN (22)
so that
exp _nztan)] exp[—InN(1+ L)O[] (23)
B N alnN
~ exp(—InN —z) if z<alnN (24)
= Nle? (25)
Hence
_ N
P <M < z) ~ (1—N_1e_z) — exp(e‘z)
by
as N— oo (26)
so that
F=Pnmax<2) exp[—exp(— £ ;;N )} 27)

This is the Gumbel distribution. We may compare it with a

plot of (13) by noting that
P(y/Hs>z)=1—FYN (28)

and evaluating the function [l In(1— F¥N)] with F from

straight line representing 24r-In8.

a =2 andg = 1/8, for various values ofV. The Gumbel
distribution leads to a curve that can be shown to be tangent,
for large N, to the Rayleigh line at a point corresponding
to an exceedance probability =1/N. (This is a general
result; the approximating Gumbel distribution is tangent at
P =1/N to the Weibull line for any values af andg.)

Importantly, the Gumbel curve clearly does not provide a
reliable way of extrapolating the distribution to large values
of the block maximurmymax, corresponding to rare events,
with an exceedance probability smaller thativl The main
reason for this is that the theory requires not jisbut also
InN to be large, as seen from EQ4j. This is unlikely in
practical situations.

Thus the superficially attractive option of fitting gener-
alised extreme value (GEV) distributions to block maxima
obtained from data, without any a priori assumption about
the pdf of the individual crest heights, does not seem appro-
priate.

8 Discussion and conclusions

We have argued that the appropriate way to present the ex-
ceedance probability for wave size is that used yysthe

et al. (2008, namely to plot Iii—In P) against the logarithm

of the wave parameter (scaled height or crest height). In such
a plot, the Weibull distributions proposed Bgrristall (2000

lead to straight lines. We have shown a straight line provides
a good approximation for th€ayfun (1980 distribution of
crest heights and also for simulated time series based on the
JONSWAP spectrum with a local second-order correction.
This conclusion extends down to exceedance probabilities of
the order of 107, supporting the conclusions &orristall
(2000 that were limited to exceedance probabilities greater

(27). Figure9 shows this for the Rayleigh distribution with than 104. The change in the slope of such a plot for low
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