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Abstract. In many situations the extension of hydrological or
water quality time series at short-gauged stations is required.
Ordinary least squares regression (OLS) of any hydrological
or water quality variable is a traditional and commonly used
record extension technique. However, OLS tends to under-
estimate the variance in the extended records, which leads
to underestimation of high percentiles and overestimation of
low percentiles, given that the data are normally distributed.
The development of the line of organic correlation (LOC)
technique is aimed at correcting this bias. On the other hand,
the Kendall-Theil robust line (KTRL) method has been pro-
posed as an analogue of OLS with the advantage of being ro-
bust in the presence of outliers. Given that water quality data
are characterised by the presence of outliers, positive skew-
ness and non-normal distribution of data, a robust record
extension technique is more appropriate. In this paper, four
record-extension techniques are described, and their proper-
ties are explored. These techniques are OLS, LOC, KTRL
and a new technique proposed in this paper, the robust line
of organic correlation technique (RLOC). RLOC includes the
advantage of the LOC in reducing the bias in estimating the
variance, but at the same time it is also robust in the presence
of outliers. A Monte Carlo study and empirical experiment
were conducted to examine the four techniques for the accu-
racy and precision of the estimate of statistical moments and
over the full range of percentiles. Results of the Monte Carlo
study showed that the OLS and KTRL techniques have se-
rious deficiencies as record-extension techniques, while the
LOC and RLOC techniques are nearly similar. However,
RLOC outperforms OLS, KTRL and LOC when using real
water quality records.

1 Introduction

In many cases, water resources management involves the
use of different hydrologic or water quality data to simulate
the outcomes of decisions (Hirsch, 1982). However, records
available for many streams are either too short to contain a
sufficient range of hydrologic and water quality conditions
or have periods of missing data (Alley and Burns, 1983).
One solution to this problem is to rely on the transfer of in-
formation from nearby stream gauges with available long-
term records (Hirsch, 1982; Alley and Burns, 1983; Vogel
and Stedinger, 1985). This can be done by extending his-
toric hydrologic or water quality records of interest in time
via extrapolation of the correlation between these records at
the site of interest and concurrent records at a nearby site.
This is commonly done using ordinary least squares regres-
sion (OLS). OLS is commonly applied to reconstitute infor-
mation about short-gauged water quality variables (Harman-
cioglu and Yevjevich, 1986, 1987; Harmancioglu et al., 1999;
Robinson et al., 2004; Khalil and Ouarda, 2009).

Water quality data by definition are non negative and have
special characteristics, such as presence of outliers, positive
skewness, non-normal distribution of data, censored records
(e.g. concentrations below a detection limit), seasonal pat-
terns and autocorrelation. Outliers and positive skewness are
more common in water quality data. Due to the presence of
outliers and positive skewness, water quality data often have
a form resembling a log-normal distribution (Lettenmaier,
1988; Berryman et al., 1988).

There are two main deficiencies in using the OLS as a
record extension technique for water quality data. First, it is
not robust in the presence of outliers. Presence of outliers
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significantly affects intercept and slope estimates in the OLS
(Nevitt and Tam, 1989; Granato, 2006). Second, the variance
in the extended records provides a negatively biased estimate
of the true variance (Hirsch, 1982; Alley and Burns, 1983;
Moog and Whiting, 1999; Helsel and Hirsch, 2002; Khalil et
al., 2010; Koutsoyiannis and Langousis, 2011). If the record-
extension technique that is used presents a bias in the esti-
mation of extreme values, this leads to bias in the estimation
of the probability of exceedance (Hirsch, 1982). For water
quality, extreme values and percentiles are of interest for the
assessment of compliance with standards or permissible lim-
its (Khalil et al., 2010).

Several robust regression techniques have been proposed
in the literature as analogues to OLS with the advantage
of being robust in the presence of outliers (e.g. Huber M-
estimation; Least Median of Squares; Least Absolute Devi-
ations; Winsorized regression; and Trimmed Least Square
estimation). In general, robust regression techniques have
been developed mainly for the situation where symmetric er-
ror distributions have heavy tails because of the presence of
outliers in the observed data (Dietz, 1987; Nevitt and Tam,
1989). In contrast, in nonparametric techniques (e.g. mono-
tonic regression and Kendall-Theil robust line) methods for
parameter estimation are regarded as distribution free (Nevitt
and Tam, 1989).

Nevitt and Tam (1989) compared the behaviour of robust
regression and nonparametric regression techniques with
OLS with respect to the presence of outliers and deviation
from normality. Their results showed that Kendall-Theil ro-
bust line (KTRL) is a very strong analogue to OLS regres-
sion with the advantage of being robust in the presence of
outliers. It can provide accurate estimates of the population
parameters under both the presence of outliers and deviation
from normality. Although their results showed that Least Ab-
solute Deviation (LAD) technique outperforms KTRL under
heavily presence of outliers, KTRL was almost as strong as
LAD regression. However, under deviation from normality,
no estimator outperformed the KTRL technique. Nevitt and
Tam (1989) concluded that the KTRL technique provides
strong parameter estimation under presence of outliers and/or
deviation from normality.

The Kendall-Theil robust line (KTRL) technique is an ana-
logue to OLS with the advantage of being robust in the pres-
ence of outliers and/or deviation from normality. KTRL is
almost as efficient as the OLS when normality assumptions
are met, and more efficient under deviation from normal-
ity (Helsel and Hirsch, 2002). For the case where the data
show a linear pattern, homoscedastic and normality of resid-
uals, the KTRL and OLS will provide almost identical re-
sults (Hirsch et al., 1991). When outliers exist, the KTRL
will produce a line with greater efficiency than OLS (Hirsch
et al., 1991; Helsel and Hirsch, 2002). However, similar to
OLS, KTRL also underestimates the variance in the extended
records. KTRL has been widely applied not only for record

extension but also for trend assessment (e.g. Albek, 2003;
Granato, 2006; Olson et al., 2010; Déry et al., 2011).

The line of organic correlation (LOC) was first introduced
in hydrology by Kritskiy and Menkel (1968). The LOC theo-
retical characteristics were presented by Kruskal (1953). The
main advantage of the LOC is that it is able to maintain vari-
ability in the extended records (Helsel and Hirsch, 2002).
However, it is not robust in the presence of outliers. Several
studies applied the LOC for extending stream-flow records
(e.g., Hirsch, 1982; Hirsch et al., 1991; Jia and Culver, 2006;
Ryu et al., 2010), for estimation of missing precipitation val-
ues (e.g. Raziei et al., 2009, 2011), and also for extension of
water quality records (e.g. Khalil et al., 2010, 2011).

The main objective of this paper is to evaluate the suitabil-
ity of four record-extension techniques for the reconstruction
of information about short-gauged water quality parameters.
These techniques are OLS, KTRL, LOC and a modified ver-
sion of the LOC that retains the LOC advantage of preserving
the cumulative distribution function of predictions, but which
is also robust in the presence of outliers. The modified ver-
sion proposed in this study will be referred to hereafter as
robust line of organic correlation (RLOC).

2 Theoretical background

Assume that the measured variablesx andy haven1+n2 and
n1 years of data, respectively, of whichn1 are concurrent data
as follows:

x1,x2,x3, ...,xn1,xn1+1,xn1+2, ...,xn1+n2

y1,y2,y3, ...,yn1.

Assume that at the yearn1 + n2, it is desired to reconsti-
tute information about the variabley by extending its records
through the period fromn1 +1 ton1 +n2 years. In this case,
record extension techniques can be used. In this study four
record extension techniques were used, the OLS, KTRL,
LOC and RLOC, as briefly described in the following sub-
sections.

2.1 Ordinary Least Squares (OLS) regression

Ordinary Least Squares (OLS), commonly referred to as lin-
ear regression, is used to describe the covariation between a
variable of interest (response variable) and one or more other
variables (explanatory variable(s) or predictor(s)). OLS ofy

onx can be illustrated as follows (Hirsch, 1982):

ŷi = a + bxi, (1)

whereŷi is they estimates fori = 1, ...n1, a is the intercept
andb is the slope of the regression equation. In OLS, esti-
mates of the intercept and slope are to minimise the squared
error in the estimated̂y values. By solving normal equations,
the intercept and slope optimal estimates can be defined as
follows (Draper and Smith, 1966):
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ŷi = ȳc + r(syc/sxc)(xi − x̄c); (2)

whereȳc and x̄c are the mean values ofyc andxc, respec-
tively, which represent the series of the concurrent records
(i = 1, ...,n1); syc is the standard deviation ofyc; sxc is
the standard deviations ofxc; and r is the sample correla-
tion coefficient betweenyc andxc. The OLS has the prop-
erties of being unbiased with a small mean square error
MSE =σ 2

y (1− ρxy) (Koutsoyiannis and Langousis, 2011),

whereσ 2
y is they population variance andρxy is the popula-

tion correlation coefficient betweenx andy. It should be em-
phasized that OLS has five assumptions (Helsel and Hirsch,
2002):y andx are linearly dependent; the data used to fit
the model are representative; the variance of the residuals is
constant; and the residuals are independent and normally dis-
tributed. If the assessment of uncertainty or confidence inter-
vals is of concern, statistical hypothesis should be introduced
(Serinaldi, et al., 2012). In this case, the last three assump-
tions must be fulfilled.

Water quality data sets are commonly characterized by the
presence of outliers and skewed distributions, which are not
the ideal characteristics for the application of parametric sta-
tistical techniques (Hirsch et al., 1991; Helsel and Hirsch,
2002; Granato, 2006). The slope and intercept in the OLS
techniques rely on the means and sum of squares of theyc
andxc, which are significantly affected by the presence of
outliers (Helsel and Hirsch, 2002; Granato, 2006). In addi-
tion, underestimation of the extended records variability may
result in underestimation of high percentiles and overestima-
tion of low percentiles (Khalil et al., 2010), which conse-
quently may affect compliance with standards assessment.

2.2 Kendall-Theil Robust Line (KTRL)

In contrast to OLS, the Kendall-Theil robust line (KTRL)
is not strongly affected by outliers (Helsel and Hirsch,
2002). The KTRL robust slope estimator was first described
by Theil (1950), its asymptotic properties were studied by
Sen (1968), and it is also known as Sen’s slope. The Kendall-
Theil slope estimate is calculated as the median of all possi-
ble slopes computed from each data pair. Ann-element data
set of (x, y) pairs will result inn (n − 1)/2 pair-wise com-
parisons. For each data pair, a slope1y/1x is calculated
and the nonparametric slope estimate (bK) is the median of
all possible pair-wise slopes (Theil, 1950):

bK = median
yj − yi

xj − xi

∀i < j

i = 1,2...n1 − 1 j = 2,3...n1. (3)

As for the intercept, several estimates have been proposed
in the literature for the KTRL. For instance, Theil (1950)
proposed an intercept as the median of the term(yi − bKxi)

computed using each data pair. Conover (1980) proposed
an intercept computed using thebK and theyc andxc me-
dian values. It was concluded by Dietz (1987) that the
Conover (1980) intercept estimate was more robust than
other estimates for the KTRL. The Conover intercept esti-
mate was recommended by Helsel and Hirsch (2002) for its
robustness, efficiency, and easy to calculate. Thus, the KTRL
intercept (aK) is defined as follows (Conover, 1980):

aK = median(yc) − bK median(xc). (4)

This formula ensures that the KTRL line passes through the
point (median (x), median (y)) (Helsel and Hirsch, 2002),
which can be considered as an analogue to OLS, where the
OLS line passes through the point (mean (x), mean (y)). As
described in Helsel and Hirsch (2002),b from OLS andbK
from KTRL are both unbiased estimators of the slope of a
linear relationship. However, on one hand, when the residuals
follow the normal distribution, OLS is slightly more efficient
than KTRL. On the other hand, when the residuals do not
follow normal distribution, thenbK is much more efficient
thanb (Hirsch et al., 1991; Helsel and Hirsch, 2002).

2.3 Line of Organic Correlation (LOC)

The main advantage of the line of organic correlation (LOC)
is that it maintains the variance and cumulative distribution
function of the extended records. The goal guiding to the
development of the LOC was to estimate the intercept and
slope in the regression equation to fulfil the following crite-
ria (Hirsch, 1982):∑n1

i=1
ŷi =

∑n1

i=1
yi (5)∑n1

i=1
(ŷ − ȳc)

2
=

∑n1

i=1
(yi − ȳc)

2 . (6)

One such solution is (Hirsch, 1982):

ŷi = ȳc + sign(r)(syc/sxc)(xi − x̄c), (7)

where “sign” (r) stands for the algebraic sign (+ or−) of
the correlation coefficient. The LOC has also been called
the ”maintenance of variance extension” or MOVE (Hirsch,
1982), and also the “geometric mean functional regression”
(Halfon, 1985). Hirsch (1982) carried out a Monte Carlo ex-
periment to evaluate the OLS and LOC for bias and standard
error of extreme-order statistics. Results of the Monte Carlo
experiment showed that LOC produces time series with prop-
erties almost similar to the properties of the observed records,
while OLS provided records with underestimated variability.
However, similar to the OLS regression, the slope and inter-
cept of LOC rely on the sample (yc andxc) mean and stan-
dard deviation values, which are significantly affected by the
presence of outliers.

Similar to the OLS, the LOC is unbiased but with rela-
tively higher MSE (MSE = 2σ 2

y (1−
∣∣ρxy

∣∣)) (Koutsoyiannis
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and Langousis, 2011). As described by Koutsoyiannis and
Langousis (2011), when the

∣∣ρxy

∣∣ is less than 0.5, the LOC
results in an MSE greater than the population variance, which
can be considered as a threshold below which the LOC be-
comes pointless if used to substitute missing values.

2.4 Robust Line of Organic Correlation (RLOC)

The presence of outliers may affect the estimation of the in-
tercept and slope of the OLS and LOC techniques. In addi-
tion, when using OLS or KTRL, the under estimation of the
variance in the extended records may affect the estimation of
extreme percentiles and consequently affect the assessment
of compliance with standards or permissible limits. Conse-
quently, a record extension technique that is robust for the
presence of outliers and at the same time maintains the vari-
ance in the extended records is required. Thus, it is necessary
either to modify the KTRL to be able to maintain variance
in the extended records, or to modify the LOC to be robust
in the presence of outliers. In this section the robust line of
organic correlation (RLOC) is proposed as a modified ver-
sion of the LOC with the advantage of being robust in the
presence of outliers.

Presence of high or low outliers has a larger effect on com-
puting the mean than on computing the median. The mean is
very sensitive to the presence of outliers, while the median, or
the 50th percentile, is slightly influenced by the presence of
outliers (Helsel and Hirsch, 2002). Similarly, the sample vari-
ance is strongly influenced by outlying values. Since the vari-
ance is based on the squares of the deviations from the mean,
the variance magnitude may be more influenced by the pres-
ence of outliers than the mean. A variance value computed
in the presence of outliers may give an indication of greater
spread than actually indicated by the majority of the data.
The most frequently used outlier-resistant measure of spread
is the inter-quartile range (IQR) (Helsel and Hirsch, 2002).
The IQR is computed as the range of the central 50 percent
of the data (75th percentile minus the 25th percentile) and is
not affected by the 25 percent on both ends.

The proposed technique (RLOC) follows the LOC, with a
modification of the intercept and slope estimators. The goal
guiding to the development of the RLOC was to estimate the
intercept and slope estimators in such a way that they become
robust in handling the presence of outliers. Given a normal
distribution (N(µ,σ)) with mean (µ) and standard deviation
(σ), the 25th and 75th percentiles (y(25) andy(75)) are defined
as follows:

y(25) = z1σ + µ (8)

y(75) = z3σ + µ, (9)

wherez1 andz3 are the standard scores equal to−0.6745 and
0.6745, respectively. Thus, the IQR is:

IQR = y(75) − y(25) = (z3 − z1)σ ≈ 1.35σ. (10)

In the RLOC, the slope (bR) is equal to the IQR ratio ofyc
to xc, which is equivalent to the slope of the LOC with the
advantage of being robust for the presence of outliers. As for
the RLOC intercept estimator (aR), the Conover (1980) esti-
mator was followed using the RLOC slope estimator. Thus,
bR andaR are defined as follows:

bR = sign(r)
yc(75) − yc(25)

xc(75) − xc(25)
(11)

aR = median(yc) − bR median(xc) (12)

whereyc(75), yc(25), xc(75) andxc(25) are the 75th and 25th
percentiles ofyc andxc estimated during the period of con-
current records. Thus, both the intercept and slope estimators
of the RLOC are robust in the presence of outliers and also
censored records. In addition, using such estimators takes ad-
vantage of the nonparametric technique in which the predic-
tor does not take a predetermined form (e.g. normal distri-
bution), but is constructed according to information derived
from the data.

To illustrate the impact of the departure from normality,
the LOC and RLOC slope estimators were examined under
deviation from normality using a combination of two normal
distributions. The primary or main distribution has a mean
value equal to 10 and a standard deviation equal to 1. The
secondary distribution has a mean value equal to 11 and a
standard deviation equal to 3. Different mixture distributions
(each of 100 samples) were generated containing between
100 and 80 percent of the main distribution and between 0
and 20 percent of the second distribution. Each mixture dis-
tribution was treated as the response variable in a regression,
while the predictor was a generated random order variable.
Thus, the true population slope is zero. The slope estima-
tors of the LOC and RLOC techniques were calculated and
their standard deviations around zero recorded as root mean
squared error (RMSE). The ratio of the RMSE for the RLOC
estimator to that of the LOC estimator was plotted for each
distribution mixture (Fig. 1). A value larger than 1 indicates
that the LOC estimate is superior, while a value smaller than
1 indicates that the RLOC estimate is superior.

As shown in Fig. 1, the LOC and RLOC estimators have
almost the same error when the data are not mixed (normal
distribution). However, the RLOC estimator showed better
efficiency with small amounts of mixtures. For the distribu-
tion mixture, which consists of 80 % of the main distribution
and 20 % of the secondary distribution, the RLOC estimator
was about 30 % more efficient than the LOC slope estimator.

It should be emphasized that when the intercept is nega-
tive, sometimes these record extension techniques may pro-
duce negative values ofy. As explained by Koutsoyiannis
and Langousis (2011), if the OLS intercept is negative, it may
sometimes produce negative values or ignore values less than
the intercept if it is positive. For the LOC and RLOC, the in-
tercept becomes negative ify is directly proportional tox and
at the same time the coefficient of variation ofy is larger than
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Figure 1. Relative efficiency of the RLOC slope estimator as compared with the LOC slope 
estimator; the population is composed of a mixture of two normal distributions (N(10,1) and 
N(11,3)); the x-axis tracks the percentage of the second distribution in the population; the y-axis 
represents the RMSE ratio = RMSERLOC / RMSELOC. 

 

 

Fig. 1.Relative efficiency of the RLOC slope estimator as compared
with the LOC slope estimator; the population is composed of a mix-
ture of two normal distributions (N (10,1) andN (11,3)); the x-axis
tracks the percentage of the second distribution in the population;
the y-axis represents the RMSE ratio = RMSERLOC/RMSELOC.

that ofx. The occurrence of these two cases results in a neg-
ative intercept; however, the presence of a negative intercept
does not necessarily lead to negative y-values.

3 Evaluation experiments

Monte Carlo and empirical experiments were conducted to
evaluate the four record extension techniques. A Monte Carlo
experiment allows for the comparison and evaluation of the
four record extension techniques using records with prede-
fined distributions and statistical properties. The empirical
experiment permits evaluation of the four record extension
techniques using real water quality data.

3.1 Monte Carlo experiment

In the Monte Carlo experiment, thex and y variable se-
quences of 120 cases (the same number of records avail-
able in the empirical study) were generated from a bivari-
ate normal distribution withµx = µy = 0 andσ 2

x = σ 2
y = 1.

Three cross-correlation coefficients (ρ = 0.5;0.7 and 0.9)

were considered. A correlation coefficient of 0.5 was se-
lected to represent the threshold below which the MSE be-
comes larger than the variance when the LOC is used (Kout-
soyiannis and Langousis, 2011). This allows assessing the
performance of the modified version (RLOC) with respect to
the LOC for the substitution of missing values. The corre-
lation coefficients of 0.7 and 0.9 represent the range within
which the correlation coefficients in the empirical experiment
were observed (see next section). Different combinations of
the number of records during the concurrent period (n1) and
the period to be estimated (n2) were considered. The Monte
Carlo experiments were carried out for(n1,n2) values of (96,
24), (72, 48), (48, 72) and (24, 96) and for the three correla-
tion coefficient values. Monte Carlo experiments of 12 dif-
ferent combinations ofρ and(n1,n2) were conducted to as-
sess the capability of the four record-extension techniques to

extend records that reproduce the different statistical charac-
teristics of the observed records. The estimation of the mean,
standard deviation and the 5th to the 95th percentiles from
the extended series was evaluated based on those estimated
from the observed series.

3.2 Empirical experiment

In the empirical experiment, data from the Edko drainage
system water quality monitoring network in the Nile Delta
in Egypt were used. The Edko drainage system is one of the
main drainage systems in the Nile delta. The Edko catch-
ment area is about 96 000 ha (960 km2) and its length is
48.8 km starting from Shubra-Kheit, flowing freely into Lake
Edko then to the Mediterranean (El-Saadi, 2006). The Edko
drainage system is covered by 11 water quality monitor-
ing locations (Fig. 2) where monthly samples have been
taken since August 1997. Ten years of monthly water qual-
ity records for Electric Conductivity (EC) and Chloride (Cl)
measured at the 11 monitoring locations were used in the em-
pirical experiment. The EC is used as an explanatory variable
to extend the Cl records using the four record extension tech-
niques. Preliminary analysis of the EC and Cl data at the 11
monitoring locations indicates the presence of outliers and
that most of the variables are positively skewed (Fig. 2).

The experiment was designed to assess the usefulness
of the four record-extension techniques for maintaining the
statistical characteristics of the Cl data. Assessment of the
usefulness of the four record-extension techniques was car-
ried out using a split-sample cross validation method be-
cause it will provide a more general assessment of the tech-
niques’ performance than may be provided by the simple
split-sample validation method. In the split sample cross val-
idation, one year of monthly records was eliminated from
the available ten years of data. The monthly values for the
removed year were then estimated using the four record-
extension techniques calibrated with the remaining nine
years. At each of the Edko drain 11 monitoring locations,
the four record-extension techniques were applied to esti-
mate Cl using EC as a predictor. Thus, 110 (11 locations
× 10 different samples combinations = 110) different realisa-
tions of extended Cl records were generated. For each trial,
the extended series was evaluated based on the estimation of
the mean, standard deviation and over the full range of per-
centiles (from the 5th to the 95th percentile). The correlation
coefficient ofyc andxc was computed for each of the 110
different realisations considered. Results showed that the cor-
relation coefficient was always positive and ranges between
0.73 and 0.92.

3.3 Evaluation procedures

Record-extension techniques are commonly applied to ex-
tend streamflow records at short-gauged stations using the
logarithm of the streamflow records. In general, transformed
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Fig. 2. Edko drain sampling locations and box-plots for Electric
Conductivity (EC) and Chloride (Cl) records at three locations.

data were used instead of the raw records to improve the
normality, when the data showed a strongly positive skew
(Helsel and Hirsch, 2002; Granato, 2006).

In general, water quality data are usually positively skewed
due to the presence of positive outliers (Lettenmaier, 1988;
Berryman et al., 1988). Preliminary analysis for Edko drain
data also confirms the presence of outliers and positive skew-
ness. For the Edko drain data, preliminary analysis confirmed
the linear dependency between EC and Cl, and that the data
are serially independent and homoscedastic. In addition, pre-
liminary analysis did not confirm any significant cycle or
seasonal pattern in the data. As an example of the prelimi-
nary data analysis that was carried out, Fig. 3 shows the scat-
ter plot for EC and Cl measured at WE11 as well as their
probability density plots. Figure 3 shows a clear linear de-
pendency between the EC and Cl (scatter plots), and also
shows that both EC and Cl are positively skewed (probabil-
ity density plots). For the log-transformed data, the probabil-
ity density plots show a symmetric distribution. In addition,
the Kolmogorov-Smirnov goodness-of-fit test was applied to
test normality, where the null hypothesis is that the sample is
drawn from the normal distribution. The test results show that
for the raw data, the test null hypothesis cannot be accepted,
while it is accepted for the log-transformed data (Table 1).
Figure 4 shows the correlograms for EC and Cl, which in-
dicate that the data are independent. In addition, although a
set of positive autocorrelation values are followed by a set of
negative autocorrelation values that may indicate seasonality
(Fig. 4), these autocorrelation values are not significant. In
the case of seasonality, the record-extension techniques can
be applied to the data of each season or month as recom-
mended by Alley and Burns (1983).

Khalil et al. (2010, 2011) applied record-extension tech-
niques to the log-transformed data, while performance
measures were computed based on the back-transformed

estimated records. Similarly, in this study, the back-
transformed extended series were compared to the observed
series based on the estimation of different statistical param-
eters. It should be emphasized that although an appropri-
ate transformation may be required to return normally dis-
tributed data for applying parametric techniques, the symme-
try of the marginal distribution may be considered sufficient
when applying the RLOC technique. However, for compar-
ison purposes, in this study the four techniques under com-
parison were applied on the log-transformed data.

Two performance measures were used to evaluate the per-
formances of the four record-extension techniques. These are
the bias (BIAS) as a measure of accuracy and the root mean
squared error (RMSE) as a measure of precision, which can
be defined as follows:

BIAS =
1

m

m∑
i=1

Ŝi − Si (13)

RMSE=

√√√√ 1

m

m∑
i=1

(
Ŝi − Si

)2
, (14)

where Ŝi is the estimated statistics andSi is the observed
statistics of the response variable fori = 1, ...m, wherem

is the number of trials in the Monte Carlo or the empirical
study.

It should be noted that mean square error is the second
moment of the error and it incorporates both the variance of
the estimate and its bias. Thus, by simultaneously examining
the RMSE and the BIAS, one can assess if the error results
more from the estimation variability or rather from the bias
made on the estimate (Chokmani et al., 2008). Aside from
computing the BIAS and RMSE for the estimated statistics,
both measures were also applied to compare the extended
records with the observed records. In this case the summation
in equations 13 and 14 was for(ŷi − yi) from i = n1 + 1 to
i = n1 + n2, which is the size of extended records.

4 Results

4.1 Monte Carlo experiment results

In the Monte-Carlo experiment, 5000 trials were generated.
This number of generated trials was selected based on a pre-
analysis carried out to examine the convergence of the error
in estimating different statistics. The BIAS and RMSE values
for the extended records are presented in Table 2. The values
presented in Table 2 are the average values computed based
on the 5000 trials. Results show that the hypothesis that the
BIAS value is equal to zero could not be rejected at the 0.05
significance level for any of the extension techniques under
any of the 12 designed combinations. For the RMSE, those
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Table 1.Kolmogorov-Smirnov goodness of fit test for Electric Conductivity (EC) and Chloride (Cl) measured at WE11.

Data Raw data log-transformed

Water quality variable EC Cl EC Cl

Number of samples 118 119 118 119
Mean 2.015 11.213 0.649 2.304
Standard deviation 0.772 6.863 0.315 0.477

Absolute 0.177 0.169 0.123 0.099

Most Extreme Differences Positive 0.177 0.166 0.105 0.082

Negative −0.174 −0.169 −0.123 −0.099
Kolmogorov-Smirnov Z-value 1.923 1.842 1.340 1.075
Probability of accepting the null hypothesis (p-value) 0.001 0.002 0.055 0.198

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.Scatter plots and probability density plots for Electric Conductivity (EC) and Chloride (Cl) measured at WE11.

corresponding to the OLS are relatively lower than those cor-
responding to any of the other three techniques, while those
corresponding to the KTRL are relatively lower than those
corresponding to the LOC or RLOC. Similarly, RMSEs cor-
responding to the LOC are relatively lower than those corre-
sponding to the RLOC. These results indicate that the four
techniques are unbiased. However, the OLS is the most pre-
cise, followed by the KTRL. The margin of error exhibited
by the KTRL as compared to the OLS is almost equal to that
exhibited by the RLOC as compared to the LOC. These re-
sults indicate that when the objective is to substitute missing
records, and the data show a linear pattern, constant variance
and normality of residuals, the OLS is favorable.

The BIAS values for the estimation of the mean and stan-
dard deviation are shown in Table 3. For the estimation of
the mean value, the hypothesis that the BIAS value is equal
to zero could not be rejected at the 0.05 significance level for
any of the extension techniques under any of the 12 designed
combinations. In addition, the results show that there is no
significant difference in the BIAS values between the four

record-extension techniques and under any of the 12 different
combinations considered. These results would be expected
since the OLS and LOC lines pass through the point repre-
senting the mean values of the response and predictor. In the
same manner, the KTRL and RLOC lines pass through the
point representing the median values of the response and pre-
dictor, which is the same point representing the mean values,
given that the data were generated from a bivariate normal
distribution.

For the estimation of the standard deviation, when using
the OLS or KTRL, the hypothesis that the BIAS value is
equal to zero is rejected at the 0.05 significance level for all
of the 12 designed combinations. When using the LOC or
RLOC techniques, the hypothesis that the BIAS values are
equal to zero cannot be rejected for most of the combinations.
Using either the OLS or KTRL technique, the results show
a significant underestimation of the standard deviation under
any of the 12 different combinations ofρ and(n1,n2). Us-
ing the LOC technique, BIAS values ranged between−0.002
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Table 2.BIAS and RMSE for the extended records (Monte-Carlo experiment).

n1 n2 ρ
BIAS RMSE

OLS LOC KTRL RLOC OLS LOC KTRL RLOC

96 24 0.5 0.000 0.000 0.001 0.003 0.837 0.956 0.869 1.004
72 48 0.5 0.000 0.000 0.004 0.007 0.854 0.977 0.879 1.016
48 72 0.5 0.000 0.000 0.001 0.001 0.863 0.986 0.890 1.029
24 96 0.5 0.000 0.000 0.001 0.000 0.872 0.990 0.919 1.061
96 24 0.7 0.000 0.000 0.001 0.002 0.684 0.736 0.718 0.779
72 48 0.7 0.000 0.000 −0.002 −0.001 0.704 0.759 0.730 0.792
48 72 0.7 0.000 0.000 0.004 0.004 0.708 0.763 0.736 0.799
24 96 0.7 0.000 0.000 0.002 0.001 0.716 0.766 0.764 0.826
96 24 0.9 0.000 0.000 0.006 0.006 0.416 0.426 0.444 0.456
72 48 0.9 0.000 0.000 −0.001 −0.001 0.425 0.434 0.448 0.458
48 72 0.9 0.000 0.000 0.000 0.000 0.429 0.439 0.455 0.468
24 96 0.9 0.000 0.000 −0.001 −0.002 0.431 0.440 0.472 0.484

 

 

 

 

 

  

 

Figure 4. Correlograms for Electric Conductivity (EC) and Chloride (Cl) measured at WE11. 

 

Fig. 4.Correlograms for Electric Conductivity (EC) and Chloride (Cl) measured at WE11.

and 0.008; they ranged between−0.001 and 0.010 when us-
ing the RLOC.

Table 3 shows that the BIAS values for the estimation of
the standard deviation decrease with an increase in the cor-
relation coefficient value and/or an increase of the size of
the concurrent records (n1). These results may indicate that
when the size of the concurrent records is large enough with
a high level of association, use of either the LOC or RLOC
will estimate the standard deviation with high accuracy. In
general, Table 3 shows that BIAS values corresponding to the
LOC and RLOC are closer to zero than those corresponding
to the OLS and KTRL under any of the 12 designed combi-
nations.

Table 4 shows the RMSE values for the estimation of
the statistical moments using the four record extension tech-
niques for each of the 12 designed combinations ofn1,n2
andρ. From Table 4, it can be seen that the RMSE values
decrease with an increase in the correlation coefficient value
and/or the size of the concurrent records for the mean or stan-
dard deviation. For the standard deviation, using either the

LOC or RLOC, the RMSE values are less than the values
obtained when using the OLS or KTRL.

Figure 5 shows the BIAS values for the estimation of the
non-exceedance percentiles using the four record extension
techniques. In Fig. 5, six figures representing the two ex-
treme cases (n1 = 96 andn1 = 24) under each of the three
correlation coefficients considered are presented.

In general, Fig. 5 shows that when using OLS or KTRL,
one may expect an overestimation of low percentiles and an
underestimation of high percentiles. When using the LOC or
RLOC techniques, these biases in the estimation of extreme
percentiles were significantly reduced. Given that the data
follow a normal distribution, underestimation of the variance
leads to underestimation of high values and overestimation of
low values, which leads to the shown bias in the estimation
of extreme percentiles.

In the case wheren1 is equal to 96, the results obtained
from using OLS show that the BIAS ranges between−0.14
and 0.14 whenρ is equal to 0.5, between−0.09 and 0.09 for
ρ equal to 0.7, and between−0.04 and 0.04 forρ equal to
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Table 3.BIAS values for the estimation of the mean and the standard deviation (Monte-Carlo experiment).

n1 n2 ρ
BIAS Standard deviation

OLS LOC KTRL RLOC OLS LOC KTRL RLOC

96 24 0.5 −0.002 −0.001 −0.001 −0.001 −0.081∗ −0.002 −0.080∗ −0.001
78 48 0.5 −0.001 −0.001 −0.001 0.000 −0.167∗ −0.001 −0.165∗ 0.001
48 78 0.5 −0.001 0.000 0.001 0.002 −0.261∗ 0.001 −0.259∗ 0.003∗

24 96 0.5 −0.001 0.000 0.000 0.001 −0.369∗ 0.005* −0.364∗ 0.009∗

96 24 0.7 0.000 0.000 0.000 0.000 −0.055∗ −0.001 −0.054∗ 0.000
78 48 0.7 0.000 0.001 0.000 0.001 −0.111∗ −0.001 −0.109∗ 0.001
48 78 0.7 0.002 0.003 0.002 0.003 −0.170∗ 0.002 −0.168∗ 0.004∗

24 96 0.7 0.004 0.006 0.003 0.004 −0.234∗ 0.008∗ −0.231∗ 0.010∗

96 24 0.9 −0.001 −0.001 −0.001 −0.001 −0.020∗ −0.001 −0.020∗ 0.000
78 48 0.9 −0.001 −0.001 −0.001 −0.001 −0.041∗ −0.001 −0.040∗ 0.000
48 72 0.9 0.000 −0.001 −0.001 −0.001 −0.061∗ 0.000 −0.059∗ 0.001
24 96 0.9 0.001 0.000 0.000 −0.001 −0.082∗ 0.002 −0.081* 0.003∗

∗ The hypothesis that the BIAS is equal to zero is rejected at the 5 % level.

Table 4.RMSE values for the estimation of the mean and the standard deviation (Monte-Carlo experiment).

n1 n2 ρ
BIAS Standard deviation

OLS LOC KTRL RLOC OLS LOC KTRL RLOC

96 24 0.5 0.099 0.102 0.101 0.104 0.107 0.076 0.106 0.076
72 48 0.5 0.112 0.118 0.118 0.127 0.184 0.093 0.183 0.093
48 72 0.5 0.134 0.144 0.150 0.169 0.278 0.119 0.277 0.119
24 96 0.5 0.183 0.204 0.224 0.258 0.398 0.180 0.396 0.181
96 24 0.7 0.097 0.098 0.099 0.100 0.090 0.073 0.090 0.074
72 48 0.7 0.107 0.109 0.114 0.118 0.137 0.085 0.136 0.085
48 72 0.7 0.122 0.126 0.143 0.151 0.197 0.104 0.196 0.104
24 96 0.7 0.161 0.170 0.205 0.224 0.275 0.153 0.276 0.153
96 24 0.9 0.094 0.094 0.095 0.095 0.071 0.068 0.071 0.068
72 48 0.9 0.097 0.097 0.104 0.104 0.084 0.073 0.085 0.073
48 72 0.9 0.103 0.104 0.123 0.125 0.102 0.081 0.103 0.081
24 96 0.9 0.121 0.122 0.166 0.170 0.136 0.106 0.139 0.106

0.9. In the case wheren1 is equal to 24 records, the BIAS
value when using OLS ranges between−0.6 and 0.6 forρ
equal to 0.5. Forρ equal to 0.7, the BIAS value ranges be-
tween−0.4 and 0.4, and between−0.2 and 0.2 forρ equal to
0.9. For the other two cases (n1 is equal to 24 and 48 records)
not presented in this figure, the BIAS values were in-between
the presented cases. The BIAS values corresponding to the
LOC and RLOC are closer to zero than those corresponding
to the OLS or KTRL under all of the combinations consid-
ered. Figure 5 shows that in general, under all combinations
considered, use of LOC or RLOC will produce similar re-
sults, and both techniques reduce the bias exhibited by the
OLS or KTRL when estimating extreme percentiles.

Similarly, Fig. 6 shows the RMSE values for the same six
ρ, n1 and n2 combinations presented in Fig. 5. When us-
ing the RLOC, in the case wheren1 is equal to 96 andρ is
equal to 0.5, the RMSE value for the estimation of extreme
percentiles (5th and 95th percentiles) reaches 0.14, whereas

it is 0.33 whenn1 is equal to 24. Whenρ is equal to 0.7,
the RMSE value is 0.135 and only 0.13 whenρ is equal to
0.9, while whenn1 is equal to 24, the RMSE values are 0.23
and 0.21 respectively. These results indicate that the RMSE
decreases with an increase in the size of concurrent records
(n1) and/or the correlation coefficient. In general, for the four
record-extension techniques, plots in Fig. 6 show that for the
estimation of percentiles, precision increases as the correla-
tion coefficient (ρ) and/or the size of available records during
the concurrent period (n1) increases.

Whenn1 is equal to 96 andρ is equal to 0.9, Fig. 6 (the
bottom right plot) shows that there is no difference between
the four record-extension techniques for the estimation of
any of the percentiles considered. Whenn1 is equal to 24,
Fig. 6 (the left column plots) shows that extended records
produced when using the LOC provide more precise estima-
tions of extreme percentiles than the OLS, KTRL and RLOC
extended records. Whenn1 is equal to 24 andρ is equal to
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Figure 5. BIAS values for the estimation of the non-exceedance percentiles (Monte-Carlo 
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Fig. 5.BIAS values for the estimation of the non-exceedance percentiles (Monte-Carlo experiment).

0.9, the OLS outperforms the RLOC for the estimation of
percentiles in the range from the 10th to the 90th percentiles.
These results indicate that the RLOC requires larger sample
sizes than regression techniques based on parametric mod-
els (OLS and LOC) because the limited size of concurrent
records may not support the estimation of the RLOC slope
estimator.

Thus, in summary, the Monte Carlo study results show that
RLOC can be considered as an analogue of LOC. The main
advantage of LOC and RLOC over OLS is that the cumu-
lative distribution function of the forecasts estimates those
of the observed records that they were estimated to repre-
sent. However, when the objective is to substitute individual
missing records, the OLS and KTRL are preferable. Con-
sequently, LOC and RLOC are preferable in cases where
the probability distribution of the extended records is to be

inferred and used. For the RLOC, the Monte Carlo exper-
iment shows that it is as accurate as the LOC for the esti-
mation of the standard deviation and extreme percentiles but
not as precise as the LOC when a small number of records is
available.

To confirm the impact of the size of the concurrent records
on the performance of the RLOC, another Monte Carlo ex-
periment was considered. In this experiment, the estimation
of the IQR was evaluated based on different sizes of the con-
current records. A 5000 case time series was generated from
a normal distribution withµ = 0 andσ 2

= 1. This time se-
ries is considered as a population. A set of 1000 different
subsamples were generated from the original sample (pop-
ulation) using sampling with the replacement technique for
each of the following sizes: 12, 24, 36, 48, 60, 72, 84, 96, 108
and 120. For each of the 1000 subsamples representing each
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Fig. 6.RMSE values for the estimation of the non-exceedance percentiles (Monte-Carlo experiment).

of the sizes considered, an IQR ratio was computed, which
is the ratio of the IQR value estimated from the subsample to
that estimated from the original sample (population). An IQR
ratio larger than 1 indicates overestimation and less than 1
indicates underestimation. Figure 7 shows box-plots for each
of the data size considered. Each box-plot was drawn using
the 1000 IQR ratios computed for each of the 1000 subsam-
ples.

The level of accuracy of the IQR estimated from the sub-
samples is represented by how close the box-plot median
value is to 1, while the level of precision is represented by the
box-plot dispersion around the median value. From Fig. 7,
the median values representing different subsample sizes are
all close to 1, which indicates accuracy of the estimation even
with a small sample size. However, for small sample sizes
the box-plot dispersion around the median is larger than the

dispersion exhibited by box-plots corresponding to relatively
larger sample sizes. These results confirm results obtained
from the Monte Carlo experiment (Figs. 5 and 6) that the
RLOC produces records that allow for the estimation of ex-
treme percentiles as accurate as the LOC, but not as precise
as the LOC when only limited number of records are avail-
able.

4.2 Empirical experiment results

The BIAS and RMSE values for the estimated records, as
well as those for the estimation of the mean and standard de-
viation are shown in Table 5. From Table 5, for the extended
records, the BIAS values were almost comparable, while the
lowest RMSE was observed when the KTRL was used, and
the second lowest RMSE was observed when the RLOC was
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Table 5.BIAS and RMSE values for the estimation of the Cl mean
and the standard deviation.

Statistic Metrics OLS LOC KTRL RLOC

Records BIAS 0.034 0.033 −0.029 0.033
RMSE 2.083 2.130 1.925 2.013

Mean BIAS 0.001 0.001 −0.010 −0.005
RMSE 0.081 0.085 0.075 0.079

Standard deviation BIAS −0.050 0.015 −0.04 0.003
RMSE 0.086 0.075 0.072 0.065

used. These results indicate that when the data exhibit out-
liers, a robust technique is preferable for the substitution of
missing values.

For the estimation of the mean, the hypothesis that the
BIAS value is equal to zero could not be rejected at the 0.05
significance level for any of the four record extension tech-
niques. Results also show that there is no significant differ-
ence between the BIAS or RMSE values corresponding to
the four record-extension techniques for the estimation of the
mean.

For the estimation of the standard deviation, results
showed that an underestimation was obtained when using the
OLS or KTRL, while an overestimation was obtained when
using the LOC or RLOC. However, the BIAS value corre-
sponding to the RLOC is closer to zero and far below that
corresponding to the LOC. This is due to the presence of
outliers and/or deviation from normality, where the RLOC is
robust while LOC is sensitive. Although RMSE values were
almost comparable, when using the RLOC the lowest BIAS
and RMSE values were obtained.

Figure 8 shows the BIAS values corresponding to the four
record-extension techniques for the estimation of the Cl per-
centiles. From Fig. 8, when using OLS or KTRL, results
showed an overestimation of low percentiles and underes-
timation of high percentiles. When using the LOC, Fig. 8
shows an underestimation of low percentiles and an overes-
timation of high percentiles, which is mainly because of the
overestimation of the standard deviation. On the other hand,
BIAS values for the estimation of the extreme percentiles us-
ing the RLOC are close to zero, while those corresponding
to the OLS, KTRL and LOC are not. For the estimation of
extreme percentiles, RLOC is better than LOC, but both of
these are better than OLS and KTRL.

Figure 8 also shows the RMSE values corresponding to
the four record-extension techniques for the estimation of the
Cl percentiles. Results showed that the RMSE values cor-
responding to the RLOC are lower than those correspond-
ing to the other three techniques and those corresponding to
KTRL are lower than those corresponding to the LOC and
OLS. Figure 8 shows that the estimation of Cl percentiles us-
ing records extended by KTRL was more precise than those
using the LOC, which may be due to the presence of out-
liers. Figure 8 clearly illustrates that the OLS and KTRL
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Figure 7. Box plots of the Inter-quartile Range (IQR) ratio, RLOC technique. 

 

Fig. 7. Box plots of the Inter-quartile Range (IQR) ratio, RLOC
technique.
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Fig. 8. BIAS and RMSE of the tested extension techniques in esti-
mating Chloride (Cl) percentiles.

overestimate low percentiles and underestimate of high per-
centiles, as expected from the tendency of OLS and KTRL to
underestimate the variance in the extended records.

Thus, in summary, the results indicate that OLS and KTRL
substantially reduce variability and that LOC and RLOC tend
to preserve variability in the extended records. The OLS and
KTRL techniques underestimate high percentiles and over-
estimate low percentiles, while the LOC and RLOC tech-
niques reduce the bias in the estimation of both high and
low percentiles. Also, both LOC and RLOC produce ex-
tended records that preserve extreme percentiles relatively
well. However, when the objective is to substitute individual
records and not to extend a time series, the OLS and KTRL
are preferable. Using water quality data, RLOC outperforms
the LOC in the estimation of extreme percentiles. This bet-
ter performance shown by RLOC arises because real water
quality data do not follow a normal distribution, and even
after transformation, some deviation from normality may ex-
ist. This slight deviation from normality and/or presence of
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outliers makes RLOC preferable. However, in the case of
small sizes of concurrent records, the LOC outperforms the
RLOC, as the RLOC slope estimator requires enough records
to be estimated precisely.

5 Conclusions

The OLS, KTRL, LOC and the new RLOC technique were
compared in this study using a Monte Carlo and empirical
experiments using water quality data from the Edko drainage
system, in the Nile Delta of Egypt. BIAS and RMSE were
computed to evaluate each of the four record-extension tech-
niques with respect to the errors in the extended records,
as well as the extended record means, standard deviations
and full range of percentiles. In the assessment of the er-
rors of the extended records using BIAS and RMSE, the
Monte Carlo experiment revealed that when OLS assump-
tions are fulfilled, it outperforms the other three techniques.
However, the empirical experiment showed that the KTRL
outperformed the OLS, which was mainly due to presence of
outliers. Thus, it was concluded that the OLS and KTRL are
recommended for substitution of missing records.

For the estimation of extended record statistics, both ex-
periments showed that OLS and KTRL fail significantly to
extend records that preserve main statistical characteristics.
Mainly, both techniques cannot be expected to extend records
with the appropriate variability or the appropriate distribu-
tion shape. The evaluation of biases of moments and non-
exceedance percentiles showed that LOC and RLOC per-
form better than OLS and KTRL. The OLS and KTRL sub-
stantially underestimated the variance. Consequently, the fre-
quency of extreme events such as exceedance of permissi-
ble limits would be underestimated when either the OLS
or KTRL was used. On the other hand, the LOC estimates
would substantially overestimate the variance. Thus, the fre-
quency of extreme events would be overestimated. However,
use of LOC reduces the bias exhibited by the OLS.

The RLOC slope estimator based on the interquartile ratio
ensures that estimates ofŷi from observedxi have statisti-
cal parameters and distributional shape similar to those ex-
pected hadyi been measured. Using real water quality data,
the empirical experiment showed RLOC to exhibit slightly
more desirable properties than LOC. When records are to be
extended and inference is to be made about probabilities of
exceedance (such as probabilities of exceeding some water
quality standard), LOC and RLOC should be used to extend
the records rather than OLS or KTRL. RLOC is superior in
cases of deviation from normality and/or the presence of out-
liers.

This study supports the idea that when the data or their
transforms show a linear pattern and residuals are normality
distributed, the LOC and RLOC techniques will give nearly
identical results. However, when deviation from normality
and/or presence of outliers is observed, the regression line

fitted by the RLOC technique will be more efficient (lower
variability and bias) as compared to LOC. The main advan-
tages of the newly proposed RLOC technique are its robust-
ness for handling the presence of outliers, that it maintains
the variance of the extended records, and that it is simple to
compute and implement.

It is recommended that the newly proposed RLOC tech-
nique be further investigated using simulated records with
specific characteristics such as different degrees of data con-
tamination, different sizes of concurrent records, deviation
from normality, cyclic or seasonal pattern, heterosdasticity
and different association levels. Further investigation using
different hydrologic data sets from other geographical ar-
eas is also recommended. Additionally, a comparison with
more advanced techniques such as Generalized Linear Mod-
els (GLM) and Generalized Additive Models (GAD) is rec-
ommended. Finally, modification of the RLOC to allow using
multi predictors is also recommended for further study.
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