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Abstract. Estimates of future changes in extremes of mul-
tiday precipitation sums are critical for estimates of future
discharge extremes of large river basins. Here we use a large
ensemble of global climate model SRES A1b scenario sim-
ulations to estimate changes in extremes of 1–20 day precip-
itation sums over the Rhine basin, projected for the period
2071–2100 with reference to 1961–1990.

We find that in winter, an increase of order 10%, for
the 99th percentile precipitation sum, is approximately fixed
across the selected range of multiday sums, whereas in sum-
mer, the changes become increasingly negative as the sum-
mation time lengthens. Explanations for these results are pre-
sented that have implications for simple scaling methods for
creating time series of a future climate. We show that the
dependence of quantile changes on summation time is sensi-
tive to the ensemble size and indicate that currently available
discharge estimates from previous studies are based on insuf-
ficiently long time series.

1 Introduction

Estimates of future changes in multiday precipitation ex-
tremes are critical for estimates of future discharge extremes
occuring once every 100–1000 yr, yet they are often based
on the order of just 30 yr of global climate model simula-
tions (Shabalova et al., 2003; Kay et al., 2006; Dankers et al.,
2007) or 90 yr at best (Lenderink et al., 2007a). The precipi-
tation input for discharge models is commonly generated by
high resolution regional climate models (RCMs), due to the
need to resolve small scale processes. Global climate mod-
els (GCMs), however, are required to supply the boundary
conditions and effectively impose the large scale flow and its
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variability on the RCM simulations. If future discharge es-
timates have been based on too few years of data, there is a
risk that the natural variability of the climate has not been
adequately sampled (Selten et al., 2004) and the impact of
changes in large-scale circulation on extreme precipitation
may have been mis-represented.

Global warming-induced changes in circulation regimes
(e.g. Ulbrich and Christoph, 1999; Gillett et al., 2003; Hu
and Wu, 2004; Yin, 2005; Pinto et al., 2007; Brandefelt
and Körnich, 2008) and atmospheric moisture content (Tren-
berth, 1999) are expected to affect the intensity, frequency
and relative persistence of extreme precipitation events and
dry spells (Frei et al., 2000; Van Ulden and van Oldenborgh,
2006; Van den Hurk et al., 2007; Meehl et al., 2007). In sum-
mer, for example, sequences containing long dry spells fol-
lowed by intense precipitation (Lenderink et al., 2009), might
become more common. This could cause fractional changes
in multiday precipitation extremes (relevant for catchment-
scale discharge) to differ in amplitude, or even in sign, from
fractional changes in single-day extremes. That would have
implications for the delta-change technique (Lenderink et al.,
2007a), a method that uses mean changes in climate param-
eters to transform historical precipitation sequences, by mul-
tiplication with a scale factor, to future time series for input
to hydrological models.

Here we will study changes in extreme multiday precip-
itation over the Rhine catchment area in a very large GCM
ensemble, originating from the ESSENCE project (Sterl et
al., 2008). This ensemble consists of 17 integrations from
1950 to 2100 with an identical model (ECHAM5/MPI-OM)
forced by A1b emissions. In this ensemble we are opti-
mally able to distinguish the signal due to climate change
from natural variability. Note that a dynamical downscal-
ing of such a large ensemble using nested RCM simulations
is currently computationally very expensive and beyond the
scope of this study. The following questions are adressed:
How do changes inn-day precipitation extremes depend on
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n? Are there significant differences between single-day and
multiday precipitation extremes? How large does an en-
semble need to be to distinguish climate change from nat-
ural variability? The paper is structured as follows: descrip-
tion of the ensemble (Sect. 2), methods (Sect. 3), compari-
sion of GCM results with present-day climate observations
(Sect. 4), climate change results (Sect. 5) and concluding re-
marks (Sect. 6).

2 Study area and data

2.1 The Rhine basin

The Rhine basin (Fig.1) covers an area of 185 000 km2

shared between 9 different countries. The main river, the
longest in western Europe, is about 1300 km in length and
passes through a range of landscapes, originating in the
Swiss Alps, cutting through highlands to the North and
branching out in several deltas in the Netherlands before join-
ing the North Sea. The annual mean discharge (1901–2000)
at Lobith (Fig.1) is 2200 m3 s−1 and current defences in the
Netherlands are designed to withstand a 1 in 1250-yr flood
event with a discharge of 16 000 m3 s−1. It is expected that,
as global temperatures rise, the mean discharge of the Rhine
will increase in winter, due to increased precipitation and ear-
lier snow melt, and decrease in summer due to reduced pre-
cipitation and increased evaporation (e.g.Hurkmans et al.,
2010). Such changes will impact the seasonal likelihood of
flooding and increase restrictions on river transport in low
discharge periods.

2.2 ESSENCE dataset

The ESSENCE dataset (Sterl et al., 2008) is a 17-member en-
semble simulation for the years 1950–2100, generated from
the ECHAM5/MPI-OM coupled climate model which has
a horizontal resolution of T63 and 31 vertical hybrid at-
mospheric levels, and is forced by the SRES A1b scenario
(Nakićenovíc et al., 2000). The different ensemble members
are formed by perturbing the initial state of the atmosphere,
with ocean conditions unchanged.

Figure1 displays the ESSENCE grid over the Rhine basin.
There are eight (shaded) ESSENCE grid cells that notably
overlap the basin (on the order of 20% or greater of their
area is part of the basin) and these are taken to represent the
Rhine basin in the ESSENCE dataset.

The 8-cell domain representing the Rhine basin is divided
into three zonal regions, the North Rhine (2 cells), the Cen-
tral Rhine (4 cells) and the Alpine Rhine (2 cells), which
are treated separately. This choice is motivated by the possi-
ble differences in the precipitation distribution following the
flow of the river from the south to the north of the domain,
meridional gradients in temperature and topography, and re-
ported North-South gradients in the modeled mean precipita-
tion response to climate change (see Fig. 11.5 of chapter 11
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Fig. 1. The Rhine basin and ESSENCE grid. The basin is represented by8 cells: 2 in the North Rhine
(pink), 4 in the Central Rhine (green) and 2 in the Alpine Rhine (blue) region. CHR-OBS subbasins are
outlined in white and shaded according to which region they are assigned for upscaling. Main waterways
are traced in blue.
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Fig. 1. The Rhine basin and ESSENCE grid. The basin is rep-
resented by 8 cells: 2 in the North Rhine (pink), 4 in the Central
Rhine (green) and 2 in the Alpine Rhine (blue) region. CHR-OBS
subbasins are outlined in white and shaded according to which re-
gion they are assigned for upscaling. Main waterways are traced in
blue.

in the IPCC 4AR report;Christensen et al., 2007). Splitting
the domain will also provide multiple output sets for compar-
ison and thus an indication of the consistency of the results
and their sensitivity to location.

2.3 CHR-OBS dataset

A historical set of precipitation observations issued by the
International Commission for the Hydrology of the Rhine
basin (CHR) will be used to gauge the model performance.
The CHR dataset, recently named CHR-OBS, comprises
area-averaged daily precipitation sums for the 134 Hydrol-
ogiska Brẙans Vattenbalansavdelning (HBV) model sub-
basins (contoured in white in Fig. 1) of the Rhine catchment
for the period spanning January 1961–December 1995. De-
tails on the development of this dataset are given in the (Ger-
man) CHR technical report (Sprokkereef, 2001) and a brief
(English) summary can be found in e.g.Terink et al. (2010).

We upscale the CHR data to the approximate size of the
three zonal regions (North Rhine, Central Rhine, Alpine
Rhine) by area-averaging the daily totals for the group of
sub-basins whose centers lie within the boundaries of a par-
ticular region (Fig.1).
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3 Methodology

Time series of the area averaged ESSENCE daily precipita-
tion for the three regions are produced for two 30-yr time
slices: a control period, December 1961–November 1991,
and a future period, December 2070–November 2100. A
wet-day threshold of 0.1 mm is applied, i.e. values below
0.1 mm are set to zero and thereby treated as dry days. With
17 members, this gives a total of 30× 17= 510 simulated
years for each 30-yr period.

We investigate seasonal differences by comparing results
for summer (JJA) and winter (DJF). Time series ofn-day pre-
cipitation sums or “accumulation intervals” (n = 1, 2, 5, 10,
20) centered on each day in a season are formed. Whilst
consecutive multiday day sums overlap and thus are not in-
dependent, the increased sample size allows an improved es-
timation of the form of the distribution.

A range of quantiles for eachn-day accummulation inter-
val and season are assessed. While we focus on the extreme
quantiles (q99) of the distribution, we also present results for
intermediate quantiles (q50, q90 andq95) so that one can gain
insight into the robustness of the results. The relative per-
centage change of the future precipitation quantile,q f , with
respect to the control period quantile,qc, is evaluated i.e.

1q = 100

(
q f

− qc

qc

)
. (1)

We determine quantiles for two different distributions:

a. Thefull season of sums including dry events (n-day sum
is zero), for which quantiles are easily inverted into re-
turn values.

b. The seasonal distribution excluding dry events, i.e. a
multiday equivalent of theintensitydistribution. The
term “intensity” is usually used to refer to the mean
amount of rainfall on wet days.

For a 10-day sum, methoda provides an answer to the
question “what sum of rain can we expect over a randomly
selected 10-day period in the future compared to now?”.
Methodb provides an answer to the question “what sum of
rain can we expect in a 10-day period in the future compared
to now, on the condition that we know at least some rain falls
in that period?”. In a practical sense, this question might be
of importance if an amount of rain exceeding the wet-day
threshold is forecast or if current and future 10-day periods
with precipitation-favorable weather regimes were selected
for comparison.

Note that fora, the set of individual days included is fixed
across the different multiday sums, permitting a fair inter-
comparison of the changes in precipitation quantiles for dif-
ferent accumulation intervals. Forb, a direct intercompar-
ison is impeded by the removal of a decreasing fraction of
dry days (and thus allowing another factor to vary) as the

accumulation intervaln increases. At largen, there are few
dry sums anda andb yield practically the same quantiles.
Results from methodb are presented here nevertheless as
they provide complementary insight into predicted changes
to multiday precipitation. The relative change in single-day
sum intensities in the future with respect to the control period
may also be compared to values in the literature.

Bootstrapping is used to estimate confidence intervals of
1q for the 17-member ensemble and also for a range of sim-
ulated smaller ensembles. A new 30-yr time series for a sin-
gle ensemble member, e.g. during the DJF control period, is
generated as follows: For each year of the control period in
turn, one member out of the 17 ESSENCE ensemble mem-
bers is randomly selected (with replacement) and the entire
DJF season for that member and year forms one year of the
time series. In this way, 1730 different arrangements are pos-
sible for each season and timeslice. A 3-member ensemble,
for example, is then simulated as a collection of 3 such ran-
domly constructed sequences. We create 10 000 samples of
each ensemble size, for each season and timeslice in this
manner. Quantiles for then-day sums are estimated from
each sample and the 95% confidence interval is taken as the
bootstrap. Note that there is no subseason mixing in this pro-
cedure in order to preserve the autocorrelation of daily pre-
cipitation series. On the other hand, seasonal precipitation
series in neighboring years are assummed to be independent
(there is no significant autocorrelation of seasonal quantiles
at a lag of 1 yr or beyond).

4 Comparison with observational data

In this section we compare the ESSENCE data for the con-
trol period (1962–1991, but including December 1961 for the
winter season) to upscaled observations from the CHR-OBS
dataset. The wet-day threshold of 0.1 mm is also applied to
the upscaled observations.

Figure 2 presents ESSENCE and CHR-OBS probability
density functions (PDFs) of 1-, 10- and 20-day sums for the
North Rhine region during JJA and DJF of the 30-yr control
period. The dry-event frequency is included as a separate
“zero” column to the left of the PDF within each panel. In
JJA, a reasonable match in the 1-day intensity distributions
(Fig. 2a) can be seen by the near alignment of their quan-
tiles (q50 andq99 shown by solid vertical lines). The twoq50
for the full distribution (dashed vertical lines) are not well
aligned due to the model’s larger dry-day frequencies. Asn

increases, the dry event frequency must decrease, and thus
the intensity distribution converges into the full distribution
(Fig.2b–c). The model’s excess of dry 1-day sums have been
mixed into wet multiday sums and consequently the PDF is
shifted left towards lower values with respect to the obser-
vations. In DJF we see the opposite tendency withn. The
single-day intensity PDF corresponds closely to the observa-
tions but the model has a larger wet-day frequency than the
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Fig. 2. Validation of ESSENCE against CHR-OBS: PDFs for the North Rhine region during the control
period (1961/1962–1990/1991), in JJA (top row) and in DJF (lower row) for 1-, 10- and 20-day precip-
itation sums (left-right). The color shading envelops the 95% range of the probability density attained
from individual ensemble members, dashed white shows the mean. Black dots show CHR-OBS binned
observations and the black curve is an empirical fit (kernel density estimate using Gaussian smoothing)
giving the CHR-OBS probability density. The frequency of dry events (separate column, left of each
PDF) plus the integrated PDF of wet events (scaled by the wet event frequency,wef ) together sum to
unity. Vertical lines mark the locations of the 50% (thick) and 99% (thin) quantiles for the intensity PDF
(solid) and the full distribution that includes the dry events (dashed). Note that the counting measure
used for binning is the logarithm of the precipitation sum.
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Fig. 2. Validation of ESSENCE against CHR-OBS: PDFs for the North Rhine region during the control period (1961/1962–1990/1991),
in JJA (top row) and in DJF (lower row) for 1-, 10- and 20-day precipitation sums (left-right). The color shading envelops the 95% range
of the probability density attained from individual ensemble members, dashed white shows the mean. Black dots show CHR-OBS binned
observations and the black curve is an empirical fit (kernel density estimate using Gaussian smoothing) giving the CHR-OBS probability
density. The frequency of dry events (separate column, left of each PDF) plus the integrated PDF of wet events (scaled by the wet event
frequency, wef) together sum to unity. Vertical lines mark the locations of the 50% (thick) and 99% (thin) quantiles for the intensity PDF
(solid) and the full distribution that includes the dry events (dashed). Note that the counting measure used for binning is the logarithm of the
precipitation sum.

observations and this causes the multiday PDF to be shifted
to higher values. In addition, the multiday PDF is narrower
for ESSENCE.

Equivalent figures for the Central and Alpine Rhine re-
gions can be found in the Supplement. For the Central Rhine
region, the agreement is remarkably good in summer, (ob-
served frequencies fall mostly within the shaded envelope of
ensemble results) and is similar to the North Rhine region in
the winter. The Alpine Rhine region exhibits the strongest
bias in (low) intensities in summer, whilst a better centered
but too narrow a PDF is seen in winter.

With regard to meridional tendencies, both datasets give
larger intensities in the south compared to the north (summer
and winter) but only the CHR-OBS show north-south trends
in wet-day frequency. In ESSENCE, poorly resolved topopg-
raphy will surely take its toll and is likely the reason why the
Central and Alpine Rhine distributions differ to a greater ex-
tent in the observational data than in the model data, and also
why the Alpine Rhine is much drier in summer in the model
than in the observations.

Overall, ESSENCE demonstrates reasonable behavior at
the Rhine basin scale. The absolute quantile values however
cannot be directly relied upon without correcting for model
bias. We will report on relative changes between the control
and future period, which stem directly from differences in the
forcing or internal variability of the model ensemble. Rela-
tive changes remain unaltered under a bias correction of a

multiplicative error in both the control and future intensities.
In the case of an additive (or a combined additive and multi-
plicative) error, the amplitude of the relative changes would
be affected but the sign would remain the same.

5 Results

5.1 Dependence of relative quantile changes on
accumulation interval

The relative quantile changes1q for the North Rhine re-
gion’s summer and winter are presented in Fig.3 as a func-
tion of accumulation intervaln for both the full distribution
(left panels) and the intensity distribution (right panels).

Looking first atq99 of the full distribution, the most ex-
treme quantile considered (Fig.3a), we note contrasting be-
havior for the different seasons. In summer, a non-trivial de-
pendence on increasing accumulation interval is observed:
1q99 is positive at 5.5% for the single-day sum, but turns
negative for the 5-day sum, reaching−6.5% for 20-day
sums. In the winter,1q99 is positive across the board, be-
tween 6 and 10%, and remains relatively uniform across the
range of multiday sums within the estimated confidence in-
tervals for the 17-member ensemble.

Forq95 and lower quantiles of the full distribution (Fig.3c,
e and g), the summer1q turns negative for all accumulation
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Fig. 3. The projected changes in quantiles (top to bottom:q99, q95, q90, q50) of 1–20 day precipitation
sums expected by 2070–2100 with respect to 1961–1991, for the North Rhine region. Left: full distri-
bution quantiles. Right: intensity distribution quantiles. Results for JJA (colored) and DJF (black) are
shown together in the same panel. Error bars indicate 95% confidence intervals given by bootstrapping
(10 000 samples) on 17 ensemble members (solid) or 1 member (dashed).

Fig. 3. The projected changes in quantiles (top to bottom:q99, q95, q90, q50) of 1–20 day precipitation sums expected by 2070–2100
with respect to 1961–1991, for the North Rhine region. Left: full distribution quantiles. Right: intensity distribution quantiles. Results for
JJA (colored) and DJF (black) are shown together in the same panel. Error bars indicate 95% confidence intervals given by bootstrapping
(10 000 samples) on 17 ensemble members (solid) or 1 member (dashed).

intervalsn, and byq50 the dependency onn is even reversed,
i.e. the fractional quantile change in the 1-day sum is far
more negative than for the 20-day sum. The winter1q re-
mains relatively uniform and positive across the accumula-
tion periods for all quantiles.

What is the cause of the difference in the dependence
of 1q on n between the summer and winter in the North
Rhine region? A uniform1q, as we see in winter, can

be expected if the distributions of wet-day frequency and
wet-period duration remain the same while the intensity of
rain days changes. Indeed, the winter intensity distribution
(Fig. 3b) shows the same magnitude for1q99 as the full dis-
tribution (Fig.3a), indicating that the relative change must be
due almost entirely to an increase in event intensity, whilst
the wet-day frequency remains largely unchanged. Note
that the intensity distribution atn = 1 is independent of the
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Fig. 4. Probability density functions for wet (left) and dry (right) period durations in JJA (top row)
and DJF (lower row) for the North Rhine region. Shaded regions show 95% confidence intervals from
bootstrapping for the 1961/1962–1990/1991 (control) timeslice (gray) and the 2070/2071–2099/2100
(future) time slice (color).
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Fig. 4. Probability density functions for wet (left) and dry (right) period durations in JJA (top row) and DJF (lower row) for the North Rhine
region. Shaded regions show 95% confidence intervals from bootstrapping for the 1961/1962–1990/1991 (control) time slice (gray) and the
2070/2071–2099/2100 (future) time slice (color).

wet-day frequency and therefore any difference in1q be-
tween the full and intensity distribution atn = 1 is due to the
change in wet-day frequency. We also find that the PDF of
wet and dry spell durations in winter does not significantly
change (Fig.4c–d).

In summer, the North Rhine’s dependence of1q on in-
creasing accumulation interval is caused by a combination
of increased extreme single-day intensities and reduced wet-
day frequencies. Two aspects of the full distribution’s be-
havior would be present with a reduced wet-day frequency
alone: (i) the 1-day sum’s lowest quantiles decrease, leav-
ing high quantiles hardly affected – simply a consequence of
raised probabilities at the “dry” end of the PDF (compare the
magnitude of the difference between left hand and right hand
panels of Fig.3 for high and low quantiles atn = 1), and
(ii) 1q converges towards the mean precipitation change as
the summation interval lengthens. Together, (i) and (ii) lead
to the positiven-dependence of1q seen for low quantiles.

The added impact of increased intensities of extremes is to
create a non-trivialn-dependence, whereby1q is positive for
1-day extremes but negative for multiday extremes. The 1-
day intensity distribution (Fig.3b) shows there is a stronger
positive1q99 of 16.7% compared to 5.5% for the full dis-
tribution. The increase in intensity is large enough to hold

1q99 for the full distribution positive for smalln, off-setting
the negative contribution from a reduced wet-day frequency.

The composition of 20-day summer extremes in both the
control and future periods is such that around 80% of the
sums satisfying theq99 threshold contain at least one day sat-
isfying the respectiveq99 thresholds for single-day extremes
(not shown). In other words, in many cases, it is the same
event that makes a 1-day sum and 20-day sum extreme, and
not persistence of moderate rainfall alone. An increase of
dry/drier days mixed into the 20-day sum in between the ex-
treme(s) must be the reason for the future decrease in mul-
tiday extremes. The PDF of summer wet and dry spell du-
rations supports this showing that wet spells are projected to
become shorter and dry spells longer (Fig.4a–b).

Differences are seen between the three regions of the basin
(Figs. S3, S4, Supplement). The summer dependence of
1q99 onn is strongest for the North Rhine. In the Central and
Alpine regions1q99 is negative for alln, being most nega-
tive furthest south. In the winter, the magnitudes of1q99 are
similar for the North and Central Rhine (∼8%) but increase
to around 15%, for the Alpine Rhine.

It is also of interest to inspect the transient simulated evo-
lution in the seasonal cycle of monthly mean wet-day fre-
quency and intensity (see Fig.5 for the North Rhine and the
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Fig. 5. Projected evolution of the seasonal cycle in wet-day frequency (a) and in intensity(b) from
the beginning (dark shading) to the end (light shading) of the ESSENCE period, for the North Rhine
region. Monthly values were averaged over a sliding window of 21 years. Insets show the ensemble
mean temporal evolution for DJF and JJA.
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(light shading) of the ESSENCE period, for the North Rhine region. Monthly values were averaged over a sliding window of 21 yr. Insets
show the ensemble mean temporal evolution for DJF and JJA.

Supplement for the other regions). It is clear to see that in
summer, the change in wet-day frequency is the dominating
factor, whereas in winter it is a change in intensity that will
modulate the quantile changes. For the Central and Alpine
regions, a decrease in JJA mean intensity and wet-day fre-
quency takes effect, consistent with the more negative1q99
towards the south. These negative trends undergo accelera-
tion during the second half of the ESSENCE simulation (see
insets to figures in the Supplement). Further, it is projected
that the seasonal cycles change form. In Fig.5a, for exam-
ple, it appears that for early years, the wet-day frequency
follows a plateau from May to September, yet at the end of
the simulation, the number of wet days continues to decrease
until August. The cause of this non-linearity still needs to be
investigated but we expect it can be attributed to feedbacks
from an extended period of drying out of the soil.

5.2 Sensitivity to ensemble size

The non-trivial dependency of1q on n seen for the North
Rhine region in summer was detected using a 17 member
ensemble. Current discharge estimates are based on much
smaller datasets providing between 30 and 90 yr of integra-
tion for each timeslice (equivalent to 1–3 ensemble members
here). In this section we simulate smaller ensembles using
the bootstrap method to see if they are also capable of repro-
ducing the non-trivial behavior and a climate signal that is
significantly different from zero.

For the North Rhine region, Fig.6 shows the 63% and 95%
confidence intervals of1q99 for 1-day and 20-day sums esti-
mated from 10 000 samples for each ensemble size, in sum-
mer and winter. In summer, Fig.6a, around 240 yr (8 mem-
bers) are needed to detect the1q99 signal as significantly dif-
ferent from zero. The different behavior of1q99 for the 1-
and 20-day sums is also separable at this point but the over-
lapping confidence bands further left suggest that this might
not be the case for smaller ensembles. In Fig.7a we display
the direct relationship between the 1-day and 20-day1q99
signal for each of the bootstrapped samples used in Fig.6a
for ensembles of sizes 1 and 3. The peak in the density of
scattered points lies in the lower right hand quadrant, where
1q99 for the 1-day sum is positive and1q99 for the 20-day
sum is negative. However, a small fraction of points lie in the
opposite quadrant, showing that, for small ensembles, even
the opposite dependency of1q99 onn can be attained.

In winter, Fig.6b, for the 17-member ensemble, there is
a small difference in1q99 for the 1 and 20-day sums but
this difference is not significant and is not distinguishable for
smaller ensembles (Fig.7b). The1q99 for 1-day sums is sig-
nificantly different from zero for an ensemble with 2 or more
members, whereas, for 20-day sums, around 9 members are
required for the same level of confidence.

Note the large range including both positive and negative
values of1q99 that might be obtained if just 30 yr of integra-
tion (1 member) or even 90 yr (3 members) are used. Con-
fidence intervals for1q, estimated using 10 000 1-member
simulations, are also added (dashed error bars) to Fig.3.
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Fig. 7. Density plots for JJA(a) and DJF(b) showing the relationship between the 1-day sum- and 20-day sum-values of1q99 found in
the bootstrapped samples of Fig.6 for ensembles withM = 1 (white points) andM = 3 (color points) members. Density contours enclosing
63% and 95% of the data cloud are drawn (thick forM = 1, thin forM = 3).

They illustrate the magnitude of uncertainty associated with
30 yr of input of large scale boundary conditions to hydro-
logical models.

The size of ensemble necessary to distinguish an exter-
nally forced signal depends on the strength of the signal as
well as the magnitude of internal variability. Towards the
south of the basin, smaller ensembles are sufficient to distin-
guish the multiday response (1q99) from zero, as the signal
strengthens while internal variability is of the same magni-
tude on the scale of the basin (Figs. S7, S8, Supplement).

6 Summary and discussion

For the first time, the relative importance of natural vari-
ability in precipitation extremes and the signal due to cli-
mate change was studied systematically in a very large, 17-
member GCM ensemble of one global climate model. We

focused specifically on future changes in the upper quantiles
of multiday precipitation and their dependence on the accu-
mulation interval, on the scale of the Rhine basin.

The dependence of extremes on the accumulation interval
is limited to the summer season and is strongest in the North
of the basin, where one-day sum extremes increase by around
6% and 20-day sums decrease by a similar degree. This result
has implications for the delta-change downscaling technique.
In its simplest form, the delta-change method applies a sin-
gle multiplication factor (consistent with mean changes in
climate parameters) to transform a historical time series into
a future scenario for input into hydrological models. Such an
approach would result in a change of the same sign for both
single and multiday precipitation quantiles, so would not be
capable of reproducing the results here. A more complex
transformation is required; certainly one which first takes the
change in wet-day frequency into account (e.g.Van den Hurk
et al., 2007), and at best in a highly controlled manner (akin
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to some bias correction methods, e.g.Te Linde et al., 2010).
The quantile scaling technique (Shabalova et al., 2003; Le-
ander and Buishand, 2006) using an exponential in place of a
linear transformation to adjust the intensity of the remaining
wet-day amounts can be used to achieve a more appropri-
ate future variance. Even with these adjustments, there is
no guarantee that the constructed future time series will in-
clude an appropriate, uncertainty-spanning range of changes
in the sequences of events, e.g. long dry periods followed by
intense rain. These can only be captured and assessed by a
realistic handling/modeling of the changes in large-scale cir-
culation regimes and surface-atmosphere feedbacks.

On the other hand, in winter, relative changes of the quan-
tiles are positive and are modulated mainly by increased in-
tensities. The simple delta-change technique could be ade-
quate for modeling basin-scale changes to the winter precip-
itation. Ensemble mean wet-day frequencies and the distri-
bution of wet and dry period durations remain basically un-
changed. Note that this is the case despite a mean circulation
change in ESSENCE. The ensemble mean shows an increase
in westerly flow during winter (and an increase easterly flow
in summer) over the period of the ESSENCE integrations
(not shown here). Also, the majority of GCMs, including
ECHAM5/MPI-OM from which ESSENCE is derived, show
an increase in westerly flow in winter (Van Ulden and van
Oldenborgh, 2006) in the vicinity of the Rhine basin. Thus
for the model and emission scenario used here, the circula-
tion change that does occur does not impact the wet event
frequency or duration much, although within individual tran-
sient realisations, circulation and precipitation extremes may
be linked within the natural climate variability.

The availability of a large ensemble permitted the depen-
dence of uncertainty due to sample size to be estimated for
a range of ensemble sizes. For the North Rhine, it was
seen that, for the model and scenario used, on the order of
8 ensemble members (240 yr of integration per time slice) or
more were needed to distinguish the climate change signal in
extremes of multiday precipitation sums from natural climate
variations and their dependence on accumulation period. The
length of the integrations required depend on the local signal
strength relative to the local background variability and on
the time of year.

Finally, we would like to emphasize two limitations of our
study. Firstly, the coarse resolution of the GCM could be
a limitation, in particular when considering the smaller scale
extremes occuring in summer. Commonly, downscaling with
RCMs (or statistical methods) are employed to provide high
resolution information to discharge models. However, it is
well known that, on the larger scale, the climate change sig-
nal in RCM downscaling is largely determined by the re-
sponse in the GCM climate scenario integration (e.g.Déqúe
et al., 2007). Secondly, this study has been performed with
only one GCM using only one emission scenario. While this
enabled us to neglect uncertainty due to the GCM model for-
mulation and future emissions, and therefore easily seperate

the climate change signal from natural variability, this is also
obviously a limitation. For instance, the mean response in
precipitation is rather low in ESSENCE (North Rhine DJF:
+8.5%, JJA:−23.7%) in comparison to other GCM A1b in-
tegrations (e.g.Lenderink et al., 2007b, Fig. 1), and there-
fore the role of natural variability is, in relative terms, large.
Thus, results with a different GCM, other greenhouse gas
emissions, or other time periods could be different. How-
ever, we are convinced that qualitatively our results are ro-
bust, and contain a clear warning that natural variability is
an important part of the response in (multiday) precipitation
extremes seen in global and regional climate model simu-
lations. Therefore, current estimates of discharge changes,
which are often based on relatively short periods of 30 yr,
could be subject to inadequate sampling of large-scale vari-
ability and should be treated with caution.

Supplementary material related to this
article is available online at:
http://www.hydrol-earth-syst-sci.net/15/1157/2011/
hess-15-1157-2011-supplement.pdf.
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