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Abstract. The hydrometeorological model SAFRAN-ISBA-
MODCOU (SIM) computes water and energy budgets on the
land surface and riverflows and the level of several aquifers
at the scale of France. SIM is composed of a meteorological
analysis system (SAFRAN), a land surface model (ISBA),
and a hydrogeological model (MODCOU). In this study, an
exponential profile of hydraulic conductivity at saturation
is introduced to the model and its impact analysed. It is
also studied how calibration modifies the performance of the
model. A very simple method of calibration is implemented
and applied to the parameters of hydraulic conductivity and
subgrid runoff. The study shows that a better description of
the hydraulic conductivity of the soil is important to simulate
more realistic discharges. It also shows that the calibrated
model is more robust than the original SIM. In fact, the cal-
ibration mainly affects the processes related to the dynamics
of the flow (drainage and runoff), and the rest of relevant
processes (like evaporation) remain stable. It is also proven
that it is only worth introducing the new empirical parame-
terization of hydraulic conductivity if it is accompanied by a
calibration of its parameters, otherwise the simulations can
be degraded. In conclusion, it is shown that the new param-
eterization is necessary to obtain good simulations. Calibra-
tion is a tool that must be used to improve the performance
of distributed models like SIM that have some empirical pa-
rameters.

Correspondence to:P. Quintana Seguı́
(pere.quintana-segui@meteo.fr)

1 Introduction

Few distributed models are able to simulate the main land
surface processes at the scale of a country like France (Hen-
riksen et al., 2003; Mitchell and Coauthors, 2004). At this
scale, many difficulties arise, which are mainly related to
scale and parameterization. The SIM, model, which is used
operationally at Ḿet́eo-France, for example, to monitor the
soil wetness index for the whole country1, is the result of the
coupling of the ISBA (Noilhan and Planton, 1989; Boone
et al., 1999) land surface scheme with the hydrogeological
model MODCOU (Ledoux et al., 1989). The resulting model
is forced by the analysis produced by SAFRAN (Durand
et al., 1993; Quintana-Segúı et al., 2008).

Initially, ISBA was coupled to MODCOU with the aim
to validate the land surface scheme for long periods of time
and extended surfaces. The resulting model, called SIM,
became a full featured hydrometeorological suite extended
to the whole country. The coupling of ISBA and MOD-
COU showed that there was room for improvement, there-
fore new parameterizations were implemented to the land
surface scheme with the aim of better describing processes
related to hydrology. One of the consequences of these im-
provements was the introduction of new parameters to the
model, which made its calibration more difficult. This is a
difficult issue, because it is not always possible to use ob-
servations to assign the values of the parameters for such a
distributed model. One way to overcome this limitation, is
to use calibration. However, to avoid the problems related to
overparameterization, it is important to keep the number of
calibrated parameters to a minimum and to adopt a rigorous

1Maps of Soil Wetness Index produced by SIM can be found at
http://www.eaufrance.frandhttp://www.meteo.fr
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and objective parameterization procedure (Andersen et al.,
2001; Refsgaard, 1997).

The objectives of this study are, 1) to review the modi-
fications introduced to ISBA to improve its performance in
the context of hydrology, 2) to improve the description of the
dynamics of water in the soil, by introducing a better parame-
terization of hydraulic conductivity, 3) to calibrate the model
and analyse the impact of this calibration on the performance
of the model, mainly using observed riverflows.

2 Model description

A detailed description and validation of the SIM suite can be
found atHabets et al.(2008), therefore, only its main features
will be described in this paper.

2.1 Atmospheric forcing

SAFRAN (Durand et al., 1993; Quintana-Segúı et al., 2008)
is the first element of the SIM suite. It is used to pro-
duce the analysis of near surface atmospheric parameters at
a resolution of 8 km. As input, SAFRAN uses observations
from the automatic, synoptic and climatological networks of
Mét́eo-France and a first guess from a large scale operational
weather prediction model. Within SIM, this first guess usu-
ally comes from the Arpge (Courtier et al., 1991) model, of
Mét́eo-France, or from the archives of the European Centre
for Medium-Range Weather Forecasts (ECMWF), which is
the case in this study. The analysis is made using optimal
interpolation for most of the parameters. This includes, tem-
perature and humidity (at two meters), precipitation and wind
speed among others. For incoming solar radiation and down-
ward infrared radiation, SAFRAN uses a radiative transfer
scheme (Ritter and Geleyn, 1992). The analyses are per-
formed over climatically homogeneous zones, which are ar-
eas of irregular shape covering a surface usually smaller than
1000 km2 and where the horizontal climatic gradients (spe-
cially for precipitation) are weak. SAFRAN estimates one
value of each parameter for each zone at several altitude lev-
els. Within the zone, analysed parameters depend only on
elevation and aspect. However, the zones are not isolated:
observations from the neighboring zones are used if neces-
sary. A more detailed description of SAFRAN can be found
in Quintana-Segúı et al.(2008).

2.2 The ISBA land surface scheme

ISBA (Interactions Sol Biosph̀ere Atmosph̀ere) (Noilhan and
Planton, 1989; Boone et al., 1999) is a soil-vegetation-
atmosphere transfer (SVAT) scheme. It is used to simulate
the exchanges in heat, mass and momentum between the con-
tinental surface (including vegetation and snow) and the at-
mosphere. There are several versions of ISBA, ranging from
a two layer force-restore method (Deardorff, 1977), to a more
detailed diffusion version (Boone, 2000; Habets et al., 2003).

SIM is implemented using the three layered force-restore
version (Boone et al., 1999) with the 3-layer snow scheme
of Boone and Etchevers(2001).

In the three layered version of ISBA, the evolution of the
soil water content for each layer (omitting phase changes)
follows these equations:

∂w1

∂t
=

C1

ρwd1
(I − Eg) − D1 (1)

∂w2

∂t
=

1

ρwd2
(I − Eg − Etr) − K2 − D2 (2)

∂w3

∂t
=

d2

d3 − d2
(K2 + D2) − K3 (3)

where wi are the volumetric soil water contents for each
layer,di are the soil depths,ρw is the water density,I is the
infiltration (defined as the difference between precipitation
and surface runoff),Eg is the evaporation over bare ground,
Etr is the transpiration of the vegetation,Di is the diffusion
between each layer and, finally,Ki is the drainage between
each layer. The evolution of these two last variables is de-
scribed by the following equations:

K2 =
C3

τ

d3

d2
max[0, (w2 − wf c)] (4)

K3 =
C3

τ

d3

d3 − d2
max[0, (w3 − wf c)] (5)

D1 =
C2

τ
(w1 − weq) (6)

D2 =
C4

τ
(w2 − w3) (7)

whereτ is a time constant,wf c is the soil water content at
field capacity andweq is the soil water content at the equilib-
rium between capillarity and gravity.

The parametersC1, C2, C3, C4 are the force-restore coef-
ficients.C1 is related to the exchanges with the atmosphere,
C2 andC4 to diffusion andC3 to drainage. These, and the
hydrological parameters of the soil (soil water contents at
the wilting point (wwilt ), field capacity (wf c) and saturation
(wsat)), are obtained a priori from the textural properties of
the soil using empirical relationships (Clapp and Hornberger,
1978; Noilhan and Mahfouf, 1996; Boone et al., 1999). The
theoretical equations of theCi parameters depend, among
other variables, on hydraulic conductivity at saturationksatc
(m s−1), which depends on textural properties of the soil. Hy-
draulic conductivity is expressed as:

k(wi) = ksatc

(
wi

wsat

)−2β+3

(8)

whereβ is the slope of the water retention curve.

2.3 The MODCOU hydrogeological model

The hydrogeological model MODCOU calculates the tem-
poral and spatial evolution of the aquifer at several layers,
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using the diffusivity equation (Ledoux et al., 1989). Then it
calculates the interaction between the aquifer and the river
and finally it routes the surface water to the rivers and within
the river using an isochronistic algorithm. It calculates river
discharge with a time step of three hours. The time step used
to calculate the evolution within the aquifer is 1 day. In the
version of SIM used in this study, the aquifers are only cal-
culated in two basins: The Seine (3 layers) and the Rhône (1
layer) basins.

3 The present state of the parameterizations of ISBA
related to hydrology

ISBA was originally designed as a simple physical model to
represent the continental surface in atmospheric models. The
need to validate the model over large surfaces and long peri-
ods of time, led to the coupling of the surface scheme with
the hydrogeological model MODCOU (Habets, 1998). How-
ever, the first applications of the coupled system showed that
it was necessary to modify ISBA to better represent processes
relevant to hydrology. In the next sections, three parameteri-
zations introduced to ISBA in the past are described and their
impact to model calibration is commented.

3.1 Deep soil layer to take into account the slow hydrolog-
ical component

The initial version of ISBA divided the soil in two layers: a
thin superficial layer, which acted as a reservoir for evapo-
ration from the soil surface, and a single subsurface layer to
model the mean water content for the root and the subroot
zones.Boone et al.(1999) divided the subsurface layer in a
plant root-extration layer and a subroot layer. The new layer
would dampen the amplitude of drainage pulses and increase
the time lag between infiltration and drainage, making the
base flow time series more realistic. A new parameter was
introduced: the root depth (d2), which was added in addition
to the total soil depth (d3). The values ofd2 andd3 were set as
function of the vegetation type and tested in one-dimensional
and two-dimensional setups. In general,d2 was set to be23d3
(Habets et al., 1999b).

3.2 Subgrid runoff scheme to simulate fast riverflow

ISBA simulates surface runoff through the saturation ex-
cess mechanism (also known as Dune mechanism), there-
fore, runoff is only produced when precipitation occurs over
a saturated soil. This is a problem at the scale considered
in SIM, because, in reality, the scale of variability of runoff
production is smaller than the typical size of the grid cell
(64 km2 in our case). The consequence is that, when ISBA
is run at these low resolutions, the soil almost never saturates
and, therefore, there is no runoff production, even though, in
reality, a fraction of the cell is saturated and does produce
surface runoff. To solve this problem, a subgrid variability

of runoff was introduced byHabets et al.(1999b) follow-
ing the approach of the Variable Infiltration Capacity (VIC)
scheme, described inWood et al.(1992) andDümenil and
Todini (1992) and inspired from the Nanjing model (Zhao,
1992).

In this scheme, the fraction of the grid cell that is saturated
is a function of some soil parameters, the soil water content
of the root zone (w2) and a new parameter, calledb, which
represents the shape of the heterogeneity distribution of ef-
fective soil moisture capacity. To avoid too much runoff pro-
duction in summer for dry soils, a threshold (wilting point)
was introduced under which runoff is not produced.

In this empirical approach, the main difficulty is to set the
value of the shape parameter, as it cannot be obtained a pri-
ori. This parameter could be related to subgrid topography,
soil texture and vegetation type (Dümenil and Todini, 1992;
Warrach et al., 2002; Decharme and Douville, 2007) but in
fact, this dependency, if it exists, is not well understood and,
therefore,b remains a parameter to be calibrated (Xie and
Yuan, 2006). In SIM, this parameter was set to a fixed value
(b=0.5) for almost all the cells. For sandy soils, it was set to
be very small.

3.3 Subgrid drainage to implicitely take into account unre-
solved shallow water table

In the initial force-restore framework, drainage is produced
when soil wetness is restored to field capacity (wf c). There-
fore, when the soil is underwf c, the model does not produce
any drainage. In those places where it is known to be an
aquifer which is not simulated by MODCOU, SIM underes-
timates the stream flows in summer, because, during this pe-
riod of time, the contributions from the aquifer are the main
source of water for the stream. To solve this problem,Habets
et al.(1999a) introduced a parameterization which allows the
existence of a residual drainage under field capacity. This
residual drainage compensates the lack of contribution from
the aquifer.

The parameterization, modifies the equations of ISBA for
the drainage (K3). It introduces a new parameter (wdrain)
which needs to be calibrated in order to sustain a predefined
discharge, for example, the driest observed decile (Q10) (Ca-
ballero et al., 2007; Habets et al., 2008).

This parameterization is able to improve the simulation
of river discharge but, at the same time, presents two prob-
lems. First, water that should be taken from an underground
aquifer, is artificially taken from the soil reservoir. Second,
when the parameterization is active, the simulation of low
flow is influenced bywdrain, which is calibrated, as a con-
sequence, the model’s ability to detect the impact of climate
change on low flows is slightly reduced in those places where
the parameterization is active.

There are two ways of improving the previous problems.
The first one would be to extend the number of simulated
aquifers with MODCOU. This could be done in 2-D or even
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Fig. 1. Daily discharge simulated by two different versions of the
SIM model on two basins for a selected period of the 2002/2003 hy-
drological year. The two selected basins are the Gardon at St-Jean,
a small (268 km2) Mediterranean basin, and the Garonne at Lamag-
istere, a big (32526km2) basin from the south west of France. The
three lines of each plot correspond to the observations, the reference
model, which does not include the exponential profile of saturated
hydraulic conductivity, and FDcB-BASIN, which includes de expo-
nential profile and was calibrated.

3-D for multi layer aquifers. The other possible solution
would consist on introducing a 1-D representation of the
aquifer, with, for example, a new reservoir, which would play
the role of the non resolved aquifer (Fenicia et al., 2006).
Both solutions are out of the scope of this work, neverthe-
less, this problem should be tackled in the future.

4 Introducing a parameterization for hydraulic conduc-
tivity in ISBA

Even though some parameterizations were introduced into
ISBA to improve its performance in the context of hydrol-
ogy, at the present state, the discharges simulated by SIM
present some problems, which might be due to the poor de-
scription of the dynamics of water in the soil. Figure1 shows

how SIM tends to produce a second peak of discharge just
after the main events: drainage attains the river network too
slowly. This shows that a better description of the processes
in the soil, might help to produce a more realistic drainage
and runoff, which, in turn, would help to produce more real-
istic discharges. In fact, preliminary sensitivity tests showed
that modifications on theC3 parameter, directly related to
drainage, can lead to improvements on the simulation of river
discharge. Nevertheless, the preliminary tests showed that
the simple modification of this parameter is not enough, as it
does not allow to improve, at the same time, peak discharge
and low flow.

C3 depends on hydraulic conductivity at saturation (ksat).
In ISBA, ksat depends only on soil texture (through the em-
pirical equations ofClapp and Hornberger, 1978). As texture
is constant with depth, ISBA does not consider the changes in
hydraulic conductivity produced by structural causes, for ex-
ample, the presence of macropores (which are produced by
such agents as plant roots, soil cracks, or soil faunaYoung
et al., 1998). Therefore, the lack of representation of the
structure of the soil, leads to aksat that does not depend on
depth and, therefore, to a non adequateC3.

To solve this problem,Decharme et al.(2006) introduced
an exponential profile of hydraulic conductivity to a version
of ISBA which used the TOPMODEL approach for runoff
(following the work ofMontaldo and Albertson, 2001 and
Chen and Kumar, 2001) and applied it to the Rĥone basin
at different resolutions, showing promising results. In this
study, this same parameterization was introduced to the SIM
suite and, therefore, extended to the whole of France. As the
details of the parameterizations can be found onDecharme
et al.(2006), here only its main characteristics will be shown.

Figure2 explains the modified hydraulic conductivity in
an schematic way. In this formulation, hydraulic conductiv-
ity at saturation (ksat) depends on depth (z):

ksat(z) = ksatce
−f (z−dc) (9)

where ksatc is the compacted value of saturated hydraulic
conductivity, which corresponds to the value used in
Eq. (8), f is a shape factor anddc is the compacted depth
(ksat(dc)=ksatc). The compacted depth is the depth at which
the macropores of the soil disappear and the soil becomes
compacted. The equation for hydraulic conductivity (Eq.8)
is replaced by

k(wi, z) = ksat(z)

(
wi

wsat

)−2β+3

(10)

The introduction of this parameterization involves a recal-
culation of the force-restore parameters found in Eq. (4–7),
which can be analytically calculated from the old values and
the parametersf anddc. TheC3 parameter, which charac-
terizes the rate at which the water profile is restored to the
field capacity, becomes different for the root zone layer and
the deep layer (C3 becomesC32 andC33 respectively).
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An important consequence of using this parameterization,
is that it introduces two new parameters, which cannot be
obtained from primary ones. Unfortunately, it is difficult to
define the physically meaningful range off anddc. For ex-
ample,Chen and Kumar(2001) used a homogeneous value
of f of 1.8 m−1 all over the USA.Niu and Yang(2003) and
Decharme et al.(2006) used a default of 2 m−1, but during
sensitivity tests, they led the parameter to be in the ranges
1−8 m−1 and 1−3 m−1 respectively. Fordc it is easier. The
hypothesis is that the changes in soil structure are due to the
presence of organic mater, as roots, which create preferential
paths and macropores. Therefore, the compacted depth could
be somewhere not far from the root depth. After sensitivity
tests,Decharme et al.(2006) found that the best values of the
parameters for the Saône basin (a sub-basin situated on the
north part of the Rĥone basin) weref =2 anddc=d2, being
d2 the root depth. With these values, hydraulic conductivity
at the surface of a typical soil can change by one or two or-
ders of magnitude, which strongly changes the behavior of
the modeled hydrological response.

To avoid complexity, it seems attractive to reduce the num-
ber of parameters, for example, there are other implemen-
tations of the exponential profile of hydraulic conductivity,
which use only one parameter (f ), instead of two. For ex-
ample,Stieglitz et al.(1997) usedksat=ksat(z=0)·e−f z and
Chen and Kumar(2001) usedksat=ksatc·e

−f (z−1). In this
casedc is 1 m, which is an arbitrary assumption. In fact, pre-
liminary tests showed that both parameters were needed to
accurately represent the dynamics of water in the soil.

From now on ISBA-KSAT or SIM-KSAT will refer to the
modified versions of the model.

4.1 Modification of the subgrid drainage scheme

In this study, subgrid drainage was implemented as inHabets
et al. (2008) but adapted to the presence of an exponential
profile of hydraulic conductivity. The adaptation was neces-
sary, because the original parameterization was created for a
soil with a constantC3, and now the values of this constant
are different for each layer. The only difference between
the formulation used in this study and the one described in
Sect.3.3 is that thewdrain parameter had to be different for
each layer (l) due to the fact thatC3 was also different for
each layer. The values ofwdrain for each layer (wdrainl) could
be calculated from the old values (wdrain), so there was no
need to calibrate the parameters again. The new values of
the parameter for a given cell are, for each layer:

wdrainl = wdrain
C3

C3l

(11)

wherewdrainl andC3l are the new values ofwdrain andC3 for
each layer (l).

wg1

wg2

wg3

d1

d 2

d3

wg2 d
c

k
sat

z

k
sat,c

Fig. 2. Schematic description of ISBA and the exponential profile of
hydraulic conductivity. Left side: The schema shows the three lay-
ers, with their corresponding water content and depths. Water leaves
the system in form of evaporation, surface runoff or drainage. Right
side: In ISBA hydraulic conductivity at saturation (ksat) is constant
on the whole soil column. After introducing the exponential pro-
file, the old constant value becomesksatc anddc is depth at which
ksat=ksatc.

5 One-dimensional sensitivity tests

The results shown in this section were obtained using a one
dimensional version of ISBA, which included all the com-
mented parameterizations. The data used for parameters and
forcing corresponds to a ISBA grid cell situated in the south
part of the Herault river basin, near the city of Montpellier,
in the South of France. The soil texture of this cell is 28%
clay and 35% sand, the vegetation is typically Mediterranean,
with a mean root depth of 1.7 m and a total soil depth of 2 m,
the proportion of bare soil is of 46%. For the exponential
profile of hydraulic conductivity, the default values of the
parameters were used. These are those found byDecharme
et al.(2006): f =2 m−1 anddc=d2. The model was run for
ten years, the first year was used as a spinup, and the other
nine years were used to analyse the results.

5.1 Hydraulic conductivity

The experiment, consisted in modifying the values of one
parameter, leaving the other unmodified at its default value.
The ranges of the parameters were selected according to the
values used in previous studies (Sect.4).

From the parameterizations described in previous sections,
the one that affected the most the behavior of the model when
it was introduced was the exponential profile of hydraulic
conductivity. Changes in the force-restore coefficients, af-
fected the soil water dynamics, soil water content, evapora-
tion and the partition between surface runoff and drainage.
For example, using the default values of the parameters,
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Fig. 3. Sensitivity of ISBA to thef anddc parameters of the expo-
nential profile of hydraulic conductivity. The model was run in 1-D
over nine years. The bars show the annual mean evaporation runoff
and drainage (mm y−1) for several values of the parameters. The
three variables are sensitive to changes in both parameters.

which might not be realistic, ISBA-KSAT annually produced
19% more evaporation than ISBA.

The model outputs were very sensitive to changes in the
values off and dc. Figure 3 shows the sensitivity of to-
tal evaporation and the partition between surface runoff and
drainage to these parameters. The main changes on evapora-
tion were due to the changes in evaporation over bare ground,
which, in the selected point, was important. The impact of
both parameters on evaporation was comparable, in terms of
amplitude and annual cycle, as shows Fig.4. In fact, in both
cases, the increase of the parameter increased the total evap-
oration, but diminished the evapotranspiration of the vegeta-
tion. The mean annual cycle of the water content of the root
zone was strongly affected bydc. The greater the value of
dc/d2, the dryer the soil was. Asdc/d2 increased, the an-
nual runoff diminished, and drainage (Fig.5) increased, at-
tainning a maximum atdc/d2=0.7, then it diminished. On
the other hand, an increase off , increased drainage but left
runoff and soil wetness almost constant. The cycle of evap-

Precipitation

m
m

Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul

0
12

0

Sensitivity of EVAP to f

m
m

0
20

40
60

80
10

0
12

0 1
2
3
4
5

Precipitation

m
m

Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul

0
12

0

Sensitivity of EVAP to dc/d2

m
m

0
20

40
60

80
10

0
12

0 0.3
0.7
1.0
1.3
1.7
2.0

Fig. 4. Sensitivity of the annual mean cycle of evaporation
(mm month−1) of ISBA to thef anddc parameters of the expo-
nential profile of hydraulic conductivity. The model was run in 1-D
over nine years. The lower part of the figure shows the mean pre-
cipitation in mm month−1.

oration is more sensitive during two periods: spring and au-
tumn. The minimum is in December and August. Evapora-
tion is more sensitive tof anddc when it is driven mainly
by processes which are related to the soil. For example, the
activity of the vegetation, which pumps water from the root
zone. The maximum of the vegetation is in spring. In sum-
mer (August), the activity diminishes because of soil water
stress. In winter, the activity also diminishes because of the
phenological cycle of the plants. For drainage, it is during
maximum of the cycle that this variable is more sensitive,
because during this time there is enough precipitation to fill
the soil and, at the same time, evaporation is low. In this con-
text the soil is wetter than field capacity and drainage plays a
major role. This two requirements are fulfilled in winter.
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Fig. 5. Sensitivity of the annual mean cycle of drainage of ISBA
to thef anddc parameters of the exponential profile of hydraulic
conductivity. The model was run in 1-D over nine years. The lower
part of the figure shows the mean precipitation in mm month−1.

5.2 Subgrid runoff

In the same fashion the values of the shape parameter of sub-
grid runoff were modified.

The outputs of the model were less sensitive to the shape
parameter of subgrid runoff than were to the parameters re-
lated to the exponential profile of hydraulic conductivity. As
expected, evaporation was not very sensitive to this param-
eter (Fig.6) and it was the partition between the fast and
the low components of the runoff which was mostly affected
by it. As expected, the accumulated annual surface runoff
was close to zero whenb was close to this value, as sub-
grid runoff is determinant for model runoff production. This
is reflected in the yearly cycle of both, drainage and runoff
(Fig.7). This last variable changed considerably from almost
zero in the whole period (except december), forb=10−3 to
having runoff during the whole period (in exception of July)
for b=5. The changes of runoff are compensated by the
drainage, as a consequence, the cycle of evaporation (not
shown) is not very sensitive tob.
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Fig. 6. Sensitivity of ISBA to theb parameter of the subgrid runoff
scheme. The model was run in 1-D over nine years. The bars show
the mean evaporation, runoff and drainage (mm y−1) for several
values of the parameters. Runoff and drainage are affected by this
variable but not evaporation.

5.3 Conclusion

The sensitivity of ISBA to three empirical parameters, which
control processes related to hydrology, was studied using a
one-dimensional setup. It was found that these parameters
completely control the amount of runoff and drainage pro-
duced. Evaporation was also affected considerably. Runoff
was not only affected byb, but also by the compacted depth.
This parameter, together withf , also strongly affected evap-
oration. These three parameters affect the same processes,
therefore the values of one of these parameters affect the val-
ues of the others, as a result, different sets of the parameters
might lead to similar results, which might lead to equifinality
(Beven, 2006). This is a consequence of the empirical basis
of the parameterizations. At this point, an important question
arises: Which is the best way to find the appropriate values
of this parameters? The next section will try to answer to this
question.

6 Calibration of the distributed model

When using a model, like ISBA, which is intended to be as
physical as possible, it is always desirable to determine the
values of the parameters of the model using observed data.
However, in the previous section it was seen that this is not
always possible. First, because it is rare to have data for every
parameter. Second, because, even though the necessary data
might be accessible, it might not be directly usable due to
the difference of scales between measurements and the grid
of the model. Third, because, as it was seen before, some
of the parameters of the model might be empirical, not phys-
ical. Therefore, in the case of facing any of the previously
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Fig. 7. Sensitivity of the annual mean cycle of runoff and drainage
(mm month−1) of ISBA to the shape parameter of subgrid runoff.
The model was run in 1-D over nine years. The lower part of the
figure shows the mean precipitation in mm month−1.

mentioned situations, calibration must be used. But calibra-
tion is a difficult exercise, because it can lead to obtaining
good results for the wrong reasons (Kirchner, 2006). For in-
stance, the structure of a model is always limited, as only
the main processes are taken into account. Therefore, cali-
bration can lead to situations where an existing parameteri-
zation, indirectly, takes into account processes that initially
were not included in the structure of the model. This is not
desirable, because it prevents the modeler to understand the
behaviour of the system. In some cases, this kind of situ-
ation can be detected, for example, when the values of the
calibrated parameters are out of their physical range and the
model simulates the right discharges. However, sometimes
there is not much information available about the physical
range of the parameters, which is the case of the two pa-
rameters of the exponential profile of hydraulic conductivity
at saturation (Sect.4). But, in the context of SIM, calibra-
tion is necessary, because the physical base of the values of
the parameters found in previous studies is not strong (it is
the case, for example, ofb, f anddc). Therefore, using the
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Selected Stations

Fig. 8: Location of the 152 stations selected to calibrate and
validate the model. These stations were chosen according to
data availability and quality. The white region representsthe
ISBA grid cells (8 × 8km2) within the basins corresponding
to the selected stations and, therefore, affected by the cali-
bration. The simulated river network is depicted in gray.

are small. These two basins were kept to test to what ex-
tend the calibration could compensate the structural prob-
lems. Furthermore, there are stations, like the Rhône at Beau-
caire, which integrate the discharge of highly anthropizased
tributaries, for example, the Durance which is Alpine.

Ten years of data were selected (from August 1995 to July
2005). The first five years where used to calibrate the model,
the following five were used to validate it using the split-
sample test technique (Klemes, 1986). Validation will be de-
tailed in further sections.

For calibration purposes, the quality of the simulation
was evaluated using a function built using the Nash-Sultcliff
(NS) efficiency (Nash and Sutcliffe, 1970) and the overall
water balance at the daily time step, which are independent
from each other (Weglarczyk, 1998). The overall water bal-
ance represents the error on the total volume which is cal-
culated as the difference between observed and simulated
runoff volumes normalised by the observed runoff. The func-
tion to minimize was:

f(Qs, Qo) = (NS − 1)2 + (WB)
2 (12)

where

NS = 1 −

∑

i (Qoi
− Qsi

)
2

∑

i

(

Qoi
− Qoi

)2 (13)

and

WB =

∑

i(Qsi
− Qoi

)
∑

i Qoi

(14)

Qoi
andQsi

are the observed and simulated river discharges
at the instanti.

The model was calibrated gradually, from the default
model, which used the default values of the parameters, to
the fully calibrated model:

1. The model was run using the default values of the pa-
rameters as defined in previous studies (Habets et al.,
2008; Decharme et al., 2006). This simulation was
called DEFAULT.

2. f anddc were calibrated leavingb to its default value.
These parameters were calibrated at two scales:

(a) The same values of the parameters were set to the
whole of France (FDc-FRANCE).

(b) The values of the parameters were set at the basin
scale (FDc-BASIN)

3. After the calibration off anddc, the parameterb was
calibrated at the basin scale (FDcB-BASIN).

Following this strategy, the shape parameter of subgrid
runoff (b) was calibrated after the exponential profile of hy-
draulic conductivity (f anddc). It would be preferable to cal-
ibrate the three parameters altogether, but such a strategywas
not feasible due to the computing resources required. There-
fore, it was chosen to calibrate first the parameters relatedto
the exponential profile and thenb. This order was chosen be-
cause, as seen in one-dimensional tests of Sec. (5), the evap-
oration simulated by the model is more sensitive to changes
in f anddc than onb. The first two parameters affect evapo-
ration, runoff and drainage, whileb only affects the partition
between drainage and runoff. Therefore, the calibration ofb
was used as a fine tunning of the previous calibration. Fur-
thermore, this allowed to test to which extent the calibration
of b was necessary after the introduction of the exponential
profile.

6.2 Calibration at the basin scale

The FDc-BASIN and FDcB-BASIN simulations were cali-
brated at the basin scale, as opposed to FDC-FRANCE, in
which each cell had the same values of the parameters. In
this case, the values of each cell were identical if they be-
longed to the same subbasin. This calibration method is
semi-distributed. As the basins defined by the selected sta-
tions are nested, a procedure was defined to decide which
values would have a cell that belongs to more than one basin:

1. Each grid cell of ISBA was assigned to one single basin.
If it belonged to more than one basin, because these
were nested, it would assigned to the smallest.

Fig. 8. Location of the 152 stations selected to calibrate and validate
the model. These stations were chosen according to data availabil-
ity and quality. The white region represents the ISBA grid cells
(8×8 km2) within the basins corresponding to the selected stations
and, therefore, affected by the calibration. The simulated river net-
work is depicted in gray.

values from the literature is not safer than using parameters
obtained from a careful calibration.

No previous study tackled the problem of model calibra-
tion using the SIM model. Instead, a default value for each
parameter was found at the time of the introduction a new
parameterization. The sensitivity tests of Sec. (5) showed
that the model is very dependent to the empirical parameters,
therefore, it is expected that calibration will strongly improve
its performance.

6.1 Strategy of calibration

Daily river discharge on 152 gauging stations distributed
all over mainland France (Fig.8) was used to calibrate the
model. These selected stations had enough data available
to calibrate and validate the model and, according to the
Banque Hydro2, were not seriously affected by anthropiza-
tion (for example, hydropower generation facilities). Glob-
ally, the total area covered by the catchments defined by
these stations is of 432 384 km2, the mean basin area is of
8227 km2, the smallest surface is of 245 km2 (Huveaune
at Aubagne) and the biggest covers 110 356 km2 (Loire at
Montjean-sur-Loire). In general, SIM performs reasonably
well on the selected stations, however the model is known
to perform poorly in some basins due to structural problems.

2http://www.hydro.eaufrance.fr/
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For example, on the Huveaune and Argens in the South-East,
which are small. These two basins were kept to test to what
extend the calibration could compensate the structural prob-
lems. Furthermore, there are stations, like the Rhône at Beau-
caire, which integrate the discharge of highly anthropizased
tributaries, for example, the Durance which is Alpine.

Ten years of data were selected (from August 1995 to July
2005). The first five years where used to calibrate the model,
the following five were used to validate it using the split-
sample test technique (Klemes, 1986). Validation will be de-
tailed in further sections.

For calibration purposes, the quality of the simulation
was evaluated using a function built using the Nash-Sultcliff
(NS) efficiency (Nash and Sutcliffe, 1970) and the overall
water balance at the daily time step, which are independent
from each other (Weglarczyk, 1998). The overall water bal-
ance represents the error on the total volume which is cal-
culated as the difference between observed and simulated
runoff volumes normalised by the observed runoff. The func-
tion to minimize was:

f (Qs, Qo) = (NS − 1)2
+ (WB)2 (12)

where

NS = 1 −

∑
i

(
Qoi

− Qsi

)2∑
i

(
Qoi

− Qoi

)2
(13)

and

WB =

∑
i(Qsi − Qoi

)∑
i Qoi

(14)

Qoi
andQsi are the observed and simulated river discharges

at the instanti.
The model was calibrated gradually, from the default

model, which used the default values of the parameters, to
the fully calibrated model:

1. The model was run using the default values of the pa-
rameters as defined in previous studies (Habets et al.,
2008; Decharme et al., 2006). This simulation was
called DEFAULT.

2. f anddc were calibrated leavingb to its default value.
These parameters were calibrated at two scales:

(a) The same values of the parameters were set to the
whole of France (FDc-FRANCE).

(b) The values of the parameters were set at the basin
scale (FDc-BASIN)

3. After the calibration off anddc, the parameterb was
calibrated at the basin scale (FDcB-BASIN).

Following this strategy, the shape parameter of subgrid
runoff (b) was calibrated after the exponential profile of hy-
draulic conductivity (f anddc). It would be preferable to

calibrate the three parameters altogether, but such a strategy
was not feasible due to the computing resources required.
Therefore, it was chosen to calibrate first the parameters re-
lated to the exponential profile and thenb. This order was
chosen because, as seen in one-dimensional tests of Sect.5,
the evaporation simulated by the model is more sensitive to
changes inf anddc than onb. The first two parameters af-
fect evaporation, runoff and drainage, whileb only affects
the partition between drainage and runoff. Therefore, the
calibration ofb was used as a fine tunning of the previous
calibration. Furthermore, this allowed to test to which extent
the calibration ofb was necessary after the introduction of
the exponential profile.

6.2 Calibration at the basin scale

The FDc-BASIN and FDcB-BASIN simulations were cali-
brated at the basin scale, as opposed to FDC-FRANCE, in
which each cell had the same values of the parameters. In
this case, the values of each cell were identical if they be-
longed to the same subbasin. This calibration method is
semi-distributed. As the basins defined by the selected sta-
tions are nested, a procedure was defined to decide which
values would have a cell that belongs to more than one basin:

1. Each grid cell of ISBA was assigned to one single basin.
If it belonged to more than one basin, because these
were nested, it would assigned to the smallest.

2. Simulations were done using the same values of the pa-
rameters on the whole of France.

3. The values of the parameters assigned to each cell, were
those that performed better at the station that defined the
basin to which the cell belonged.

This method is very simple, but, as the results will show, it
is good enough to significantly improve the results in a great
number of cases keeping the number of simulations needed
to do the calibration low. A better method would be to cal-
ibrate first the smallest basins, then do a new set of simula-
tions for the cells that are not calibrated, calibrate them, and
continue recursively until all the cells are calibrated. Unfor-
tunately, such a method is too demanding in time and com-
putational power, for such a large domain.

6.3 Finding physically meaningful ranges of the parame-
ters

Before doing any calibration, it is crucial to find a physically
meaningful range of possible values for the calibrated param-
eters. It must be stressed that finding a good range of values
is not enough to guarantee that, after calibration, the results
will be physically sound, but it remains a necessary step.

In the case off anddc, as said in Sect.4, it is difficult to
define this meaningful range. In Sect.5.1, the values found
on the literature were used to do one-dimensional tests. This
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Table 1. Values of the parameters chosen for the 29 simulations
done to calibrate SIM-KSAT. The values of the parameters were
chosen according to the corresponding values of theC3 force-
restore parameter.n is the number of stations where a set of pa-
rameters was best according to efficiency.

Simulation f (m−1) dc/d2 n

01 0.20 0.00 1
02 0.20 2.80 2
03 0.20 6.00 0
04 1.00 0.20 0
05 1.00 0.80 0
06 1.00 1.50 3
07 1.00 2.20 0
08 1.80 0.20 1
09 2.00 0.60 3
10 2.00 0.90 5
11 2.00 1.25 7
12 2.00 1.60 1
13 2.50 1.30 4
14 2.60 0.20 9
15 2.70 0.75 13
16 2.75 0.50 3
17 2.75 1.00 14
18 3.40 0.20 2
19 3.50 0.40 13
20 3.50 0.60 7
21 3.50 0.80 16
22 3.50 1.00 16
23 4.00 0.70 8
24 4.20 0.20 8
25 4.20 0.55 8
26 4.25 0.35 4
27 4.80 0.33 3
28 5.00 0.45 1
29 5.00 0.60 1

procedure was adequate to study the sensitivity of the model,
but more care must be taken in order to calibrate it. For ex-
ample, the hypothesis that the ranges of change off anddc

are independent from each other might not hold. Therefore,
a new strategy was defined to determine the ranges of the
parameters.

First, dc was related to the root depth, as the structure of
the soil and the presence of biomass are related (Sect.4). The
calibrated parameter wasdc/d2, instead ofdc alone.

Second, it was determined howf anddc/d2 should be re-
lated. The effect of the exponential profile was introduced
in the model through the force-restore parameters (Sect.4).
Instead of looking for a range of possible values off anddc,
it was the physically meaningful region of the phase space
formed by the possible values ofC32 andC33 that was deter-
mined.

TheC3 parameter characterizes the rate at which the wa-
ter profile is restored to the field capacity, the greater it is,

the faster drainage will be produced. To be coherent with
the hypothesis that macropores and preferential paths are lo-
cated near the surface, it was determined thatC32>C3 and
C33<C3.

The discretization of the phase space was determined by
sensitivity tests using the one dimensional setup described
in Sect.5. These tests were also useful to specify the other
limits of parameter space. It was decided that the pairs ofC32
and C33 should not cause an unrealistic evaporation. The
evaporation was considered unrealistic when the difference
with the standard model was of approximately a 30%. This
choice is arbitrary, but reasonable. As a result, 29 pairs off

anddc/d2 were selected (Table1). The quantity of pairs was
chosen to optimize the computational cost of the simulations
and a good representation of the parameter space.

6.4 Validation

The model is said to be valid if its accuracy and predictive
capability in the validation period have been proven to lay
within predefined acceptable limits (Henriksen et al., 2003).
As SIM is a physically based distributed model, it is is de-
sirable to check, not only the model outputs or the variables
used to calibrate it (discharge), but also, as many intermedi-
ate variables as possible. To do this, it is necessary to use
as many sources of data as possible, but, unfortunately, for
distributed models applied to large regions, like SIM, it is
difficult to collect the necessary data to do the internal vali-
dation (Refsgaard, 1997).

In our case, the only available sources of data are river dis-
charge, all over France, and piezometry, only for the Seine
basin, as it is not yet possible to have access, for example,
to distributed observations of soil wetness or evaporation.
Piezometry is useful in those basins where underground wa-
ter is simulated (in this study: the Seine and Rhône river
basins) and discharge is the variable that is better observed.
In this study, data of the 152 stations used in the calibra-
tion was used to validate it, but also, the performance on
the remaining stations was analysed. Furthermore, other use-
ful comparisons were also done. For example, the resulting
evaporation of the model was compared to the evaporation
of another version of SIM to detect changes in the patterns,
which allowed us to better understand the behavior of the
new model.

As it is common in the literature (Perrin et al., 2001;
Moussa et al., 2007), a split-sample method was used to val-
idate the simulated discharge (Klemes, 1986). The selected
periods go from August 1995 to July 2000 (calibration) and
from August 2000 to July 2005 (validation). According to
the strategy of calibration, which produced different sets of
parameters for different scales (Sect.6.1), the tests were per-
formed on each of the steps of the calibration.

Discharge was validated according to the Efficiency
(Eq. 13) and the Water Balance (Eq.14). To facilitate the
analysis of the results, the numerical values of these two
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Table 2. Model performance criteria.

Performance Efficiency (NS) Water balance (WB)

Very Good >0.9 <5%
Good 0.8−0.9 5%−10%
Fair 0.7−0.8 10%−20%
Poor <0.70 >20%

criteria, were related to their qualitative counterparts, as pre-
sented in Table2. The analysis of the results of the validation
was done according to this table.

7 Analysis of results

7.1 The reference simulation

The reference simulation (REF) corresponds to the standard
version of SIM, without the exponential profile of saturated
hydraulic conductivity. This model was not subject to cali-
bration. According to efficiency, it performed better during
the second half of the 1995–2005 period (Fig.9). This dif-
ference is an indication of limitations of the model, whose
structure has difficulties to cope with the variability of the
conditions in both periods. The quality of the water balance
was very stable between periods, according to the criterion
used (Fig.10). Table3 shows that, during the validation pe-
riod in terms of efficiency, the performance of the model on
more than half of the selected stations was poor, and it only
was good at 10% of the stations. In terms of water balance,
the quality of the results were good or very good in more
than half of the stations. Therefore, in general, the model
produced the right volume of discharge, but had more prob-
lems to reproduce the right dynamics.

7.2 The default simulation

After introducing the exponential profile of hydraulic con-
ductivity to ISBA,Decharme et al.(2006) looked for default
values of the parametersf anddc with the aim to apply the
model at the global scale. These default values of the pa-
rameters aref =2 m−1 anddc=d2. A simulation, called DE-
FAULT, was performed using SIM-KSAT with these default
values. The rest of the parameters remained at the same val-
ues as in SIM. The objective was to test if the values of the
parameters found byDecharme et al.(2006) were generaliz-
able to the rest of France and to measure the improvement
introduced by SIM-KSAT in the case there is not new infor-
mation about the values of the parameters.

In terms of efficiency, the default simulation was better
than the reference one in some already well performing sta-
tions. The performance was good or very good on 17% of the
stations, an improvement of 7%. But the improvement was
not generalised, on 51% of the stations the scores decreased.

18 P. Quintana Seguı́ et al: Improvement and calibration of a distributed model

(a) Calibration Period

(b) Validation Period

Fig. 9: Accumulated distribution of efficiency for the 152
selected stations. Panel (a) corresponds to the calibration
period (Aug 1995 - Jul 2000) and panel (b) to the valida-
tion period (Aug 2000 - Jul 2005). REF: standard version
of SIM. All the other simulations correspond to SIM-KSAT.
DEFAULT: default values of the parameters. FDc-FRANCE:
calibrated values off anddc at the scale of France. FDc-
BASIN: calibrated values of the parameters at the scale of the
basin. FDcB-BASIN: As FDc-BASIN but withb calibrated
at the basin scale.
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Fig. 10: Histograms of the overall water balance on the sta-
tions used to calibrate the model. The first histogram com-
pares the SIM model (REF) for the calibration and the vali-
dation periods. The second histogram compares the perfor-
mance of SIM-KSAT for the same two periods. The density
of stations is the number of stations divided by the width of
the bins of the histogramm (n/10). The histogram includes
the results of the stations used to calibrate the model.

Fig. 9. Accumulated distribution of efficiency for the 152 selected
stations. Panel(a) corresponds to the calibration period (August
1995–July 2000) and panel(b) to the validation period (August
2000–July 2005). REF: standard version of SIM. All the other sim-
ulations correspond to SIM-KSAT. DEFAULT: default values of the
parameters. FDc-FRANCE: calibrated values off anddc at the
scale of France. FDc-BASIN: calibrated values of the parameters
at the scale of the basin. FDcB-BASIN: As FDc-BASIN but withb

calibrated at the basin scale.
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Table 3. Performance, during the validation period, of the simulations on 152 selected stations, according to predefined criteria. The numbers
show the percentage of the selected stations that fit in each category. REF: standard version of SIM. All the other simulations correspond to
SIM-KSAT. DEFAULT: default values of the parameters. FDc-FRANCE: calibrated values off anddc at the scale of France. FDc-BASIN:
calibrated values of the parameters at the scale of the basin. FDcB-BASIN: As FDc-BASIN but withb calibrated at the basin scale.

Stations used to calibrate the model

REF DEFAULT FDc-FRANCE FDc-BASIN FDcB-BASIN

Efficiency

Very Good 0 1 2 5 7
Good 10 16 25 45 49
Fair 35 25 34 32 28
Poor 54 59 39 18 16

Water Balance

Very Good 36 36 24 39 38
Good 20 22 27 20 22
Fair 26 26 30 27 26
Poor 18 17 19 14 15

Table 4. Performance of the simulations according to predefined criteria during the validation period. The numbers show the percentage of
non selected stations, out of a total of 406, that fit in each category. Some of these stations might be seriously affected by anthropization or
might lack data.

Stations not used to calibrate the model

REF DEFAULT FDc-FRANCE FDc-BASIN FDcB-BASIN

Efficiency

Very Good 0 0 0 0 0
Good 2 5 7 14 14
Fair 14 13 15 19 19
Poor 84 81 77 66 66

Water Balance

Very Good 24 20 19 24 23
Good 14 15 18 18 19
Fair 25 27 25 24 22
Poor 38 37 38 35 36

The number of stations where the model performed poorly
was increased (+5%). In terms of water balance, the perfor-
mance didn’t change significantly. In view of this results, it
is not possible to say that the introduction of the exponential
profile generally improved the model. The opposite isn’t true
neither. Therefore, when using the exponential profile with
default values of the parameters, it is difficult to say which
variant of the model is the best.

7.3 Calibration of hydraulic conductivity

7.3.1 The spatially uniform simulation

The next step of the study was to improve the model by cali-
brating the values of the parameters related to the exponential

profile of hydraulic conductivity, instead of using the default
values. As a first step, the parameters were calibrated uni-
formly at the scale of France (FDc-France). Each cell had
the same values off anddc/d2.

As explained in Sect.6.3, once the parameter space was
delimited, 29 simulations were run using the selected values
of the parameters. The third column of Table1 shows the
number of stations where each simulation was the best, in
terms of efficiency. These numbers indicate that the selected
range is reasonable (Sect.6.3), as the simulations that per-
form better were situated in the middle of the range off and
arounddc=d2.

The question to answer is if there is a gain in changing the
values off anddc/d2 when they are homogeneous in the
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Table 5. Comparison of the values of hydraulic conductivity at sat-
uration (ksat at the soil surface). In the REFERENCE modelksat is
constant in the whole soil column, in FDc-BASIN, hydraulic con-
ductivity is exponential and was calibrated. The values shown cor-
respond to the average of the 9892 grid cells of ISBA over France.

ksat(z=0) (m s−1) dc/d2 f (m−1)

Simulation min max avg avg avg

REFERENCE 1.0E-6 2.4E-4 8.9E-6 – –
FDc-BASIN 2.9E-6 1.7E-2 2.7E-4 0.6 3.1

whole of France. Figure9 and Table3 show that, taking the
simulation that had better scores in the maximum number of
stations (simulation 22,f =3m−1 and dc=d2), in terms of
efficiency, there was a strong gain in calibrating the model.
For the validation period, almost all stations improved their
scores. Comparing to DEFAULT, the number of stations with
performance qualified as good or very good, in terms of ef-
ficiency, improved from 17% to 27% and the number of sta-
tions with poor results was also strongly reduced (from 56%
to 39%). Therefore, according to river discharge, the answer
to the question is positive.

Comparing simulations DEFAULT and FDc-FRANCE it
is deduced that the introduction of the exponential profile of
hydraulic conductivity can improve the performance of the
model if some adapted calibration is done, otherwise it is
not guaranteed to have better results. However, to use ho-
mogeneous values of the parameters on the whole domain
does not look realistic, therefore a more distributed approach
could lead to better results. The objective of the next section
is to test this hypothesis.

7.3.2 The spatially heterogeneous simulation

Once the 29 simulations of Table1 were done, a set of pa-
rameters was found for each basin and subbasin, following
the procedure described in Sect.6.2. The resulting distribu-
tion of the parameters can be seen on Fig.11, which reflects
the values of Table1. The figures show that, with some ex-
ceptions, the values of the parameters of neighboring basins
or nested basins are similar, making large regional blocks.
This coherence was expected, as in general, spatial proxim-
ity may be a good similarity measure for transposing catch-
ment model parameters in space (Merz and Bl̈oschl, 2004;
Parajka et al., 2007). Nevertheless, there were some excep-
tions. Some basins had values of the parameters that con-
trasted with their neighbours. The causes are diverse: the
basin is indeed very different to its neighbours, the quality
of the observations is not good, there are several sets of the
parameters that give similar results, etc. The study of such
basins will be an important source of knowledge about the
model and the basins themselves. The values of the parame-
ters are coherent with those of previous studies, at the Saone
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Fig. 10. Histograms of the overall water balance on the stations
used to calibrate the model. The first histogram compares the SIM
model (REF) for the calibration and the validation periods. The
second histogram compares the performance of SIM-KSAT for the
same two periods. The density of stations is the number of stations
divided by the width of the bins of the histogramm (n/10). The
histogram includes the results of the stations used to calibrate the
model.

Basin, the best set of parameters isf =2.5 m−1 anddc=d2,
which are very similar to those ofDecharme et al.(2006)
(f =2.0m−1 anddc=d2). Another important consequence of
the introduction of the exponential profile and its calibration
is that the new hydraulic conductivity at saturation changed
considerably in comparison to the REFERENCE model: the
averageksat at the surface of the soil increased in two orders
of magnitude, as did the maximum (Table5).

The results of the new simulation (FDc-BASIN) show
that such an approach strongly improves the performance,
both according to efficiency and total water budget (Fig.9,
Tables3 and 4). In this case, according to Table 3, the
number of stations with results qualified as good or very
good, in terms of efficiency, was 50%, which was a high in-
crease comparing to the 17% of DEFAULT and the 27% of
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Table 6. Values of some important fluxes and variables for three simulations averaged on the whole of France. The values in % correspond
to the relative difference with the REFERENCE simulation.w2 is the annual mean of soil water content of the root zone andw3 is annual
mean of the soil water content of the deep layer .

Variable REFERENCE FDc-BASIN FDcB-BASIN

Evaporation (mm y−1) 615 628 +2.0% 626 +1.7%
Drainage (mm y−1) 183 144 −21.4% 142 −22.2%

Surface runoff (mm y−1) 74 108 +46.3% 111 +51.1%
w2 (m3 m−3) 0.192 0.193 +0.6% 0.193 +0.5%
w3 (m3 m−3) 0.240 0.278 +15.9% 0.277 +15.5%

FDc-FRANCE and the number of stations with poor results
also diminished considerably, being 18%. In terms of water
balance, there was also an improvement, the results on 59%
of the stations were good or very good. This results show
that there is an important gain in calibrating the model at the
basin scale. Another interesting effect of the calibration is the
gain in model stability. The behavior of the simulation REF
in both periods, calibration and validation, was quite differ-
ent (Fig.9), being the performance better for the validation
period. The calibrated model (FDc-BASIN) also did perform
better during the validation period, but, interestingly, the dif-
ference in performance between both periods was lower, as
opposed to the REFERENCE simulation, which was less sta-
ble across periods. Therefore, FDc-BASIN could deal with
a broader range of conditions than the REFERENCE: it was
more robust.

The strong change in hydraulic conductivity and the sub-
sequent improvement in the scores of river discharge, was not
accompanied by a strong change in evaporation (Table6). In
comparison to the reference model the average evaporation
on France only was increased in 2%. Figure12shows that the
change on evaporation was mainly in the range [−5%,−5%].
Even though, in some points, the changes were more im-
portant, attaining sometimes 20%. Nevertheless, as there is
not distributed data available for evaporation, it is not known
if this change is an improvement or it is not. On the other
hand, the annual surface runoff and drainage were changed
strongly. Runoff increased considerably (+46%), which ex-
plains the more reactive discharge. Opposed to this, drainage
diminished remarkably (−21%) and the soil water content of
the deepest layer increased (+15%) as a consequence to the
slower conductivity of the deep soil.

7.4 Calibration of subgrid runoff

In this last step, the parameterb of the subgrid runoff scheme
was calibrated. The previous calibration adjusted the dynam-
ics of water in the soil, this calibration was done to find a
better partition between surface runoff and drainage. In this
case, 6 simulations were performed with the following val-
ues of the parameter:b=10−3, 10−2, 10−1, 5·10−1, 1, 1.5.
This is based on the range of parameters found byHabets

(1998) in the literature. The method to assign a value to each
grid cell was exactly the same as in FDc-BASIN.

The obtained values ofb are around 0.5, which is the de-
fault value used in SIM, and are, with few exceptions in the
range 0.1≤b≤1. The resulting geographical distribution of
the calibrated parameter presented geographical coherence.
The default value ofb=0.5 was kept in a region of the north
and the center of France. For example, the Seine and the
Loire basins had, mainly, a value of 0.5. In the south west-
ern part of France, in the Adour and Garonne basins, the
calibrated value wasb=1. These geographical patterns give
some confidence on the validity of the calibration procedure,
but unfortunately, the values themselves are not yet under-
stood.

Figure9 and Table3 show that, in terms of efficiency, this
calibration helps to improve a little bit more the results. Af-
ter calibratingb, 56% of the stations were in the range of
Good and Very Good efficiencies, which represents an im-
provement of 6%. In terms of water balance, there were few
changes, as expected.

Concerning the annual water balance, the results of this
simulation are quite similar to the previous one, the differ-
ence on the global mean is only of 1% on terms of drainage
and runoff and the differences are even lower for the soil wa-
ter content. Figure10compares the overall water balance for
this simulation on the stations used to calibrate the model. It
is shown that this simulation is more stable across periods, as
the two superposed histograms are more similar than the two
histograms of the reference, which is a sign of robustness.
Nevertheless, these results do not explain the whole change,
in fact, the small difference in the mean is due to the fact that
the most part of the cells kept the default value of the param-
eter (b=0.5) and those that were different compensated each
other. In fact, in the basins were theb was increased to 1,
runoff increased (in comparison to the previous simulation)
by around a 40% and in the basins were it was diminished to
0.1 the decrease of runoff attained values by around−60%.
These strong changes in runoff didn’t cause changes in evap-
oration, as it remain very similar to that of the previous sim-
ulation (the highest differences were by around 5%).

In the part of the Seine basin that was calibrated, the cal-
ibration did not strongly modify the drainage, and thus, the
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Fig. 11. Resulting geographical distribution of the values of the
two parameters related to the exponential profile of hydraulic con-
ductivity (f (m−1) and the ratio between the compacted depth (dc

(m)) and the root depth (d2 (m)). Colored grid cells were calibrated,
the gray ones weren’t, because they do not correspond to any of the
basins of the selected stations, which correspond to the black dots.
The simulated river network is shown in darker gray.

recharge flux to the aquifers, and the piezometry. On the
three layers (oligocene, eocene and chalk aquifers) of this
basin, the root mean square error (RMSE) and the bias of
FDcB-BASIN remained comparable to those of the REFER-
ENCE : the number of gages with an absolute bias lower
than 2 m increased from 12, in the REFERENCE simulation,

200 300 400 500 600 700 800 900 1000

Evaporation FDc−BASIN (mm/y)

−20 −15 −10 −5 0 5 10 15 20

EVAP FDc−BASIN − REF (%)

Fig. 12. Simulated geographical distribution of evaporation for the
hydrological year 2001/02. Panel(a) evaporation simulated af-
ter calibrating the two parameters related to hydraulic conductiv-
ity (simulation FDc-BASIN). Panel(b) Relative difference between
FDc-BASIN and the reference simulation (REF).

to 16, in FDcB-BASIN, out of a total of 44 gages. On the
contrary, in the southern half of the Rhône basin, the calibra-
tion lead to a large decrease of the drainage flux, and thus the
piezometric levels showed a net decrease (−9 m on average).
This is due to the fact that this part of the basin is severely af-
fected by the anthropization of alpine tributaries. Therefore,
the results of the calibration in this area must be taken with
care.
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Fig. 13. Geographical distribution of the efficiency values of the
152 selected stations during the period of validation (August 2000–
July 2005). The first map (REF) corresponds to the standard version
of SIM (without the exponential profile of hydraulic conductivity
and without calibration). The second map (FDcB-BASIN) corre-
sponds to SIM-KSAT after calibrating the parameters related to the
exponential profile of hydraulic conductivity and the runoff subgrid
scheme. The simulated river network is shown in darker gray.

8 Discussion

The objective of this study was to improve the overall perfor-
mance of the model, being its main defects related to the dy-
namics of the flow. Preliminary tests showed that the simple
calibration of theC3 parameter was not enough to improve

the discharge (Sect.4) and a previous study (Decharme et al.,
2006) showed that the modification of the description of the
hydraulic conductivity in the model offered a great potential
of improvement.

The new parameterisation of hydraulic conductivity was
introduced to the model and its parameters were calibrated.
The results showed that the strategy is adequate. For exam-
ple, if theC3 parameter of ISBA is directly calibrated, the
efficiency of the model on the H́erault at Gignac improved
from 0.52 to 0.54, on the other hand, the calibrated ISBA-
KSAT had an efficiency of 0.69. At the scale of France, it was
shown that the simple method used to calibrate ISBA-KSAT
highly improves the scores of river discharge and leaves other
variables, like evaporation or the piezometric levels (at the
Seine basin), almost untouched. The maps on Fig.13 and
the new discharges of Fig.1 make explicit the overall im-
provement of the description of the processes related to the
simulation of river discharge. Table4 indicates that this im-
provement is not an artifact of the calibration, as the results
on stations not used in the calibration were also improved. It
was worthwhile to add some complexity to the model since
both the introduction of the parameterization and the calibra-
tion were adequate to improve the SIM model as shown by
the general improvement of the simulated riverflows (Fig.1)

Nevertheless, in some basins, the parameters found by the
calibration must be taken with caution. First, the method
used to assign a set of parameters to each cell was very sim-
ple. As can be seen in Fig.11, the algorithm used to decide
to which basin belongs each cell produced some artifacts at
the borders of some basins. Furthermore, the model cannot
perform well in places were processes not simulated by the
model are important, as in karstic areas or basins where an-
thropization is intense, for example, the Alpine part of the
Rhône basin, where hydro-power production has completely
changed the behaviour of a number of basins. However, it is
worth noting that the calibration did not mask these effects,
for example, the three basins depicted in black on Fig.13
remain black after calibration. This means that where the
model was wrong, due to structural or external reasons, it
remains wrong after calibration.

The main hydrological fluxes of ISBA-KSAT, runoff and
drainage, are mainly driven by empirical parameters (f , dc

andb). The question is how physical is such a model. ISBA
is not used only in hydrology, it has a larger scope, as a con-
sequence, it can be regarded a simple physical surface model
whose hydrological processes are described by parameteri-
sations which are conceptual to a certain degree. This degree
of conceptualisation is necessary because (1), due to the res-
olution of the model, runoff must be described at the subgrid
scale and (2) the lack of observed data and the computational
restrictions do not allow a detailed description of the struc-
ture of the soil. In this context, it is appropriate to use a sim-
ple exponential profile applied to a soil described with only
three layers
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Another question that arises, is what parameters should be
assigned to the cells that do not belong to any of the cali-
bration basins. This is the case for most of the coastal cells
that are depicted in gray in the figures of this paper. This is
important, because some stations included in Table4 are lo-
cated in these areas. FDc-FRANCE showed that there is a
gain in calibrating the model homogeneously over the whole
of France. This has been the strategy used in this study, but,
asParajka et al.(2007) suggest, it might also be interesting
to set the values according to the nearest calibrated cell. root
depth. This way, the distributed nature of the model remains
intact.

The model was calibrated at the basin scale, but the hy-
draulic conductivity remains distributed. The original hy-
draulic conductivity (ksatc) was a function of soil texture,
and this remains valid. In addition, the use ofdc/d2 for the
calibration, takes into account the variability of root depth,
which depends on the variability of vegetation.

Another important question is how these calibrated param-
eters reflect the real properties of the basins. As the model is
constructed, the values of some parameters are related to the
values of other parameters. For example,f anddc are not
independent, andb would be different if it was calibrated be-
fore the former parameters. Furthermore, it was chosen not
to calibrate other parameters of the model, like the soil depth
or some properties of the vegetation. Nevertheless, it was
seen that the calibration affected the processes it intended to
modify (runoff and drainage) and the scores of discharges
were improved considerably. Therefore, even though it is
known that this set of parameters is not the only one that
would give similar results, the resulting model is realistic
enough to simulate, in an appropriate manner, the relevant
processes of the basin. Therefore, within the ranges defined
by Table2, the model can be defined as realistic.

Finally, the model was improved, by introducing the ex-
ponential profile of hydraulic conductivity, but the subgrid
drainage remains unchanged, even though it was said it
should be substituted by a new parameterisation. It might
be argued that the improvement of subgrid drainage should
be done before introducing the exponential profile of hy-
draulic conductivity. Nevertheless, the parameterisation of
subgrid drainage only plays a role in those basins where there
is an aquifer that is not simulated by MODCOU. This lim-
its the scope of the parameterisation. Furthermore, subgrid
drainage is mainly relevant for low flows, which further re-
duces the scope of the parameterisation. On the other hand,
the improvement of the description of hydraulic conductiv-
ity is important everywhere, independently of the presence
or not of an aquifer. For example, results improved in the
Seine basin where subgrid drainage is not used at all. As
a consequence, the improvement of hydraulic conductivity,
has wider consequences than the improvement of subgrid
drainage.

9 Conclusions

This study describes the modifications that were imple-
mented on the SIM model to improve its performance in the
context of hydrology. Emphasis was placed on the role of
the new parameters introduced. The study showed that the
new description of the hydraulic conductivity of the soil was
important to produce more realistic discharges, even though
some complexity was added to the model.

The new parameterization introduced includes new param-
eters, which have an empirical nature. As it was not possible
to set the values of these parameters from direct observations,
a calibration procedure was set up. It was shown that the cal-
ibration improved considerably the results and that the final
model was more robust than the original SIM. The calibra-
tion mainly affected the processes it was intended to modify
(drainage and runoff), and the other variables remained sta-
ble. It was also demonstrated that it is worth introducing this
new empirical parameterization, only if it is accompanied by
a calibration of the parameters. In conclusion, in this case,
calibration is a tool that can considerably improve the per-
formance of distributed models like SIM.

Some key issues must be further investigated. For
instance, three parameters were calibrated in this study. It
should be explored if more parameters should or could be
also calibrated. For example, there are parameters which
could be set using observed data, but, due to the lack of
observations, are set to a fixed value. For example, root
depth (d2) is usually set to be 2/3 of soil depth. The soil
depth is also subject to similar problems. Maybe, the
calibration of parameters which suffer the same problems as
d2 and d3 would improve the results. But adding degrees
of freedom to the calibration is not necessarily good. Fur-
thermore, the study of the interaction between parameters
could help to simplify the model. Another important issue
is the improvement of the method used to calibrate the
model. The method used was very simple, even simplistic,
and it could be improved in the future. Nevertheless, it
showed to be robust enough and considerably improved the
performance of the model. Finally, the study of the basins
where the calibration set surprising values of the parameters,
will be very useful to learn more about these basins and the
behaviour of the model. This new version of the model, will
be used to follow the evolution of soil wetness, the forecast
of river discharge and, finally, to study the impact of climate
change on the continental water cycle.

Acknowledgements.The authors are grateful to Bertrand Decharme
for the useful discussions related to this article and his previous
work, which made this study possible. They also are grateful to
the anonymous reviewers who, with their comments, helped to
improve the quality of the article. This work was partly supported
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