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Abstract. We simulate auroral electron precipitation into the
Jovian atmosphere in which electron multi-directional scat-
tering and energy degradation processes are treated exactly
with a Monte Carlo technique. We make a parameterization
of the calculated ionization rate of the neutral gas by elec-
tron impact in a similar way as used for the Earth’s aurora.
Our method allows the altitude distribution of the ionization
rate to be obtained as a function of an arbitrary initial en-
ergy spectrum in the range of 1–200 keV. It also includes in-
cident angle dependence and an arbitrary density distribution
of molecular hydrogen. We show that there is little depen-
dence of the estimated ionospheric conductance on atomic
species such as H and He. We compare our results with those
of recent studies with different electron transport schemes
by adapting our parameterization to their atmospheric condi-
tions. We discuss the intrinsic problem of their simplified as-
sumption. The ionospheric conductance, which is important
for Jupiter’s magnetosphere-ionosphere coupling system, is
estimated to vary by a factor depending on the electron en-
ergy spectrum based on recent observation and modeling.
We discuss this difference through the relation with field-
aligned current and electron spectrum.

Keywords. Ionosphere (Auroral ionosphere; Ionosphere-
magnetosphere interactions; Particle precipitation)

1 Introduction

The stable and bright main auroral oval on Jupiter is almost
corotating with the planet. The main oval is considered to
be associated with the field-aligned current caused by the in-
teraction between plasmas in the ionosphere and those in the
magnetosphere (e.g. Hill, 1979, 2001). Assuming conserva-
tion of the angular momentum, nearly corotating plasmas lag
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behind the planetary rotation when they are transported out-
ward from the Io torus. In the reference frame of the plane-
tary rotation, a corotation electric field is induced in the iono-
sphere toward low latitude, and the Pedersen current flows
along this field. The current flows out easily toward the mag-
netosphere along magnetic field lines, since the electric field
becomes weak at low latitude due to nearly corotating plas-
mas in the inner magnetosphere. The upward field-aligned
current is carried principally by downward precipitating elec-
trons, which leads to the formation of the main oval. In the
magnetospheric equator, the outward current enforces lag-
ging plasmas by Amp̀ere’s force to corotate with the plane-
tary rotation. In fact, observed angular velocity of the plas-
mas is higher than that without this torque transfer from the
ionosphere. It is essential to know temporal and spatial dis-
tributions of the Pedersen conductance for understanding the
characteristics of the corotating aurora and the interaction be-
tween magnetospheric and ionospheric plasmas (e.g. Nichols
and Cowley, 2004). Their results show that both the magni-
tude and structure of the field-aligned current vary dramat-
ically by considering the variation of the Pedersen conduc-
tance as a function of auroral flux, or current density. In gen-
eral, the conductance varies with (1) atmospheric ionization
and thermalization processes through collisions between au-
roral electrons and neutral particles, (2) Joule heating due
to the convective electric field in the magnetosphere, and
(3) atmospheric ionization and thermalization by solar EUV.
Ionization by auroral electrons changes the plasma density,
which directly affects the conductance, especially at the high
latitude auroral region; thus it makes the largest contribution
among these processes. We neglect the effect of other precip-
itating particles, such as proton, O+, and S2+, on the basis of
observed auroral spectrum at the main oval region (Clarke et
al., 1994; Waite et al., 1994; Liu et al., 1998).

Altitude distribution of the ionization rate by auroral elec-
trons has been estimated with several methods, one of which
is the continuous slow down approximation for the transport
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of auroral electrons (Gerard and Singh, 1982; Rego et al.,
1994; Pranǵe et al., 1995). Jovian Ionospheric Model
(JIM) (e.g. Achilleos et al., 1998) uses a simplified one-
downstream model, while the Jupiter Thermospheric General
Circulation Model (JTGCM) (Bougher et al., 2005) refers to
the calculated result of a two-stream model by Grodent et
al. (2001). Evaluation of the effect of auroral electrons in
each time step requires a great deal of time and decreases
computational efficiency. Since ionization and heating rates
depend on the temporally and spatially variable conditions
of neutral atmosphere (i.e. temperature and density) and of
auroral electrons (i.e. energy flux and incident angle distri-
bution), adaptation of the results from other models would
create a large error. The purpose of this study is to provide
a simple and useful formula of the ionization rate by auro-
ral electrons that will be applicable to the general circulation
model and to the precise estimation of the variation in the
ionospheric conductance.

Parameterization of the ionization rate by auroral electrons
has been already provided for the case of the Earth by Rees
(1963); the expression is shown in Sect. 3.1. We multiply
the rate (/m) by the electron flux to obtain the ionization rate
(/m3/s), and then multiply further by the ionization potential
and heating efficiency to estimate the heating rate of neu-
tral gas (K/m3/s). We calculate the penetration process of
monochromatic electrons into Jupiter’s H2 atmosphere using
a Monte Carlo method (Sect. 2). We perform the parameter-
ization of ionization rate referring to the Rees formula and
do its verification in Sect. 3, and finally discuss the estimated
conductivity in Sect. 4.

2 Numerical simulation

2.1 Model description

We explain here details of the Monte Carlo method used
to derive the ionization rate by auroral electrons. Sam-
ple M particles with incident energyε0 are initially posi-
tioned at the altitudezinit , where their initial velocities as
(vz, vy)=(−

√
2ε0/m, 0), m being the electron mass andy

the lateral direction. We solve their equations of motion with-
out any external forces, such as the electric field in the accel-
eration region; they are assumed to be already fully acceler-
ated. The cyclotron motion of electrons is replaced by the
simple bulk motion along the intrinsic magnetic field line.
The calculation is over when the energies of all particles are
reduced to≈1 eV, which is low enough not to affect the re-
sults. We count the number of ionization collisionnion(z) in
each altitude through the calculation and obtain the ioniza-
tion rate per unit length in height per one incident electron
asqion=nion/M/1z, the bin size1z=10 km. We perform
calculations in the energy range ofε0=0.5–200 keV with the
numberM=5000–20 000. It is confirmed that the bin size
1z and the sample numberM are enough not to affect the

altitude dependence and magnitude ofqion. We set the alti-
tudezinit in the range of 2500–3000 km. We can neglect the
energy loss above this altitude through their precipitation; the
H2 density in this range is≤107 cm−3 and the collision cross
section of H2 and electron with 1 keV energy is<10−16 cm2,
thus their mean free path is estimated to be>104 km.

We consider only H2 as a collision partner of elec-
trons because of its abundance in the target region. We
adopt the Monte Carlo method based on the null colli-
sion technique (Vahedi and Surendra, 1995). The prob-
ability of a collision within the time1t is given as
Pi=1− exp(−N(zi)σtot(εi)vi1t), N(z) the total atmospheric
gas density at an altitudez, σtot the sum of the collision cross
sections considered, whilezi , εi , andvi being the position,
energy, and velocity of i-th electron, respectively. A col-
lision occurs if it obtains a random numberR≤Pi , where
R ∈ [0, 1]. Our model allows only one collision per elec-
tron in 1t , so that the number of missed collisions should
be lowered; the time step is set to be1t≈10−10–10−8 s to
meetPi<0.1, with the probability of a multiple collision be-
ing less than 1%. For each of the collided electrons we decide
the collision type using the cross sections and another ran-
dom number. We consider ten collision types: elastic scat-
tering, total ionization, including dissociative ionization, vi-
brational excitation (v=1), rotational excitation (J=0 → 2),
and electronic excitations of B and C singlet states and a, b,
c, e triplet states. These cross sections are taken from Tawara
et al. (1990), all the peak values of which exceed 10−17 cm2

(shown in Fig. 12). For elastic scattering, ionization, and ex-
citations of B and C, dependence of the scattering angle on
injected electron energy is given by the screened Rutherford
formula (Lummerzheim et al., 1989), whereas it is isotropic
for others. The former scattering angle distribution is domi-
nated by forward scattering (<10◦) in the case ofε0>1 keV,
while approaches being isotropic for<100 eV case. For ion-
ization, dependence of the energy partitioning between scat-
tered and secondary electrons on the injected energy is given
by Vahedi and Surendra (1995) as a smooth function. For ex-
ample, a secondary electron becomes predominantly an en-
ergy of<50 eV, determined by a random number, through a
collision of the 1 keV electron with H2. We neglect both the
momentum transfer between H2 and electron through colli-
sion and the thermal velocity of the molecule. This assump-
tion is valid because the neutral temperature is around 1000
K even when it goes up by auroral heating on the basis of
calculation results of the JIM (Achilleos et al., 1998). The
H2 density we use for calculation is expressed as

NH2(z) = 6.8×1019 exp(z′/62)+2.7×1018 exp(z′/180) (1)

+ 6×1016 exp(z′/350), z′
=300−z

in units of 1/m3 with z in km, where the zero level corre-
sponds to a pressure of 1 bar. This value is referred to Kim
et al. (2001) to be estimated from observations of the Galileo
spacecraft.
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2.2 Results and validation

Figure 1 shows altitude distributions of the ionization rate
qion calculated in the above conditions for the cases of initial
electron energyε0=0.5, 1, 5, 10, 50, 100, and 200 keV. It is
clearly seen that electrons with higher energy can precipitate
into a deeper region, and the ionization rate itself becomes
larger. For the respective cases of initial energy, the stop-
ping altitudeszmin are 1260, 1040, 640, 530, 350, 280, and
220 km. The ionization rate becomes broad for the low en-
ergy cases whereas it has a sharp peak for the high energy
cases. This tendency is due to the smallness of the scale-
height of H2 density at low altitude and is, furthermore, due
to the time-integrated energy distribution of electrons at each
altitude (discussed later). The peak values are almost propor-
tional toε0.

We try to verify the applicability of our model to realis-
tic conditions. We investigate the effects onqion(z) of (i)
electron impact on helium, secondly abundant in the Jovian
atmosphere, and of (ii) the uncertainty in the high-energy
tails of the e-H2 collision cross sections. For e-He colli-
sion the sum of electronic excitations, total ionization, and
elastic scattering are considered, the respective cross sec-
tions being taken from Jackman et al. (1977), the database
of the National Institute for Fusion Science (NIFS), and the
database by A. V. Phelps (JILA); see Fig. 12. For excita-
tion and ionization the respective energy losses of electrons
are assumed to be 22 and 24.58 eV. The He density is set to
be NHe=9.2×1018 exp(z′/62) (e.g. von Zahn et al., 1998);
the H2 density is fixed as Eq. (1), its mixing ratio increases
with decreasing altitude and is up to≈13% below 400 km.
We perform test simulations in the cases ofε0=50 keV and
100 keV, and show the results in Fig. 2a. With the energy loss
by e-He collision being larger, the stopping heights become
higher by including the process. Since the magnitude itself of
the cross sections is the same as that of e-H2 cross sections,
the collision probability is roughly determined by the mixing
ratio; thus, changes inqion are limited by less than 10%. We
can consider that the ionization rate is mostly governed by
the major component.

Next, we evaluate the effect onqion of uncertainty in the B
and C excitation cross sections, especially at these high en-
ergy parts. Here, the H2 density is fixed as Eq. (1), without
inclusion of He. Tawara et al. (1990) showed reference val-
ues of cross sections in the energy range≤1 keV; when we
extrapolate these values with logarithmically straight lines
the cross sections of B and C states exceed that of ionization
around 30 keV due to a difference in these drops on energy.
We make a test simulation in the case ofε0=50 keV, where
values for both excited states have the same drop as for ion-
ization over 30 keV. This change brings about a decrease in
the stopping height, as shown in Fig. 2b. Furthermore, the
peak value of the ionization rate becomes large. We conclude
that the change in cross sections affects slightly the character-
istics of the mean energy loss and scattering that electrons ex-
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Fig. 1. Altitude distribution of ionization rateqion per electron with
initial energyε0=0.5, 1, 5, 10, 50, 100, and 200 keV.
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Fig. 2. (a) Effect of electron-helium collision on the total ioniza-
tion rate for the cases ofε0=50 and 100 keV. The solid and dotted
curves are calculated with and without including He, respectively
(see text for the detail of He parameters).(b) Effect of uncertainty in
electron-hydrogen electronic excitation cross sections for the case
of ε0=50 keV. Dotted line is the original one, while the solid line is
the result modified (see text).

perience through their precipitation. This effect will appear
in the height-integrated conductivity (conductance), which
is the key parameter for the magnetosphere-ionosphere cou-
pling system of our interest. However, we only point out the
existence of a potential error in our calculation and suggest
future assessments on this subject.
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Figure 3: 2007.12.18: Y. Hiraki and C. Tao

Figure 4: 2007.12.18: Y. Hiraki and C. Tao

18

Fig. 3. (a)The column mass densityR0 of air above the stopping
height of electrons as a function of their initial energyε0. The solid
line shows a fitted function of 3.39×10−5ε1.39

0 . (b) Altitude dis-
tribution of the average ion-yield energyεion, above the altitude
denoted by diamonds, which are smoothed between 10 points for
the sake of the exclusion of a large noise.

3 Parameterization of ionization rate

3.1 Parameterization

We apply the following formula by Rees (1963) to represent
the calculation results ofqion (/m) shown in Fig. 1,

qion(ε0, z) =
ε0

εion

λ(z)

R0(ε0)
ρ(z), (2)

where εion is the ion/electron pair yield energy (≈35 eV
for Earth’s atmosphere),λ is a non-dimensional parame-
ter representing the altitude distribution. The mass density
ρ (kg/m3) of neutral gas in our case is equal tomH2NH2,
mH2=3.32×10−27 kg andNH2 is given as Eq. (1). The col-
umn mass densityR0 (kg/m2) is defined as the integration
of ρ above the stopping heightzmin(ε0) and is shown in
Fig. 3a. Calculated values ofR0 have a clear positive cor-
relation, which is well fitted byR0=3.39×10−5ε1.39

0 with
ε0 in keV. The ion yield energyεion is derived as the ra-
tio of total energy loss by all inelastic collisions to that by
ionization at each altitude bin through the calculation. Fig-
ure 3b shows the dependences ofεion on altitude andε0; we
would emphasize that inclusion of the altitude dependence is
our new point from the formulation by Rees (1963) (Eq. 2)
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Fig. 4. (a)The profile functionλ of the ionization rate as a function
of the reduced column mass densityR/R0. The dotted curves show
the calculated values with Eq. (2) directly by usingqion, R0, and
εion in Figs. 1 and 3, whereas the solid ones are the scaled values
of a fittedε0=10 keV one by using the ratiok (see text for the de-
tails of k). (b) The k values (diamonds) and fitted curve of theε0
dependence.

due to a rather exact multi-stream treatment. Noisy varia-
tion in εion at high altitude, due to the smallness of the num-
ber of collisions, is removed by smoothing. For the case of
ε0≤1 keV, εion is almost constant as≈30 eV without height
dependence. The energy distribution of electrons at a cer-
tain altitude is mainly composed of an incident high-energy
part and a secondary low-energy part produced by ionization.
The height independence ofεion would be caused by constant
consumption of the incident energy through collisional scat-
tering. On the other hand,εion increases and is up to 100
eV for the case ofε0=200 keV. For the case ofε0≥10 keV,
high-energy electrons penetrate without considerable scatter-
ing on their way and consume most of their energy around
the stopping height, so that the ionization efficiency (the in-
verse ofεion) has its maximum there. A decrease in the ion-
ization efficiency at high altitude is due to a relatively small
energy deposition as below the maximum of ionization cross
section (≈100 eV). An increasing trend inεion with increase
in ε0 would be due to the predominance of excitation cross
sections of B and C over the ionization cross section above
10 keV (note that it has an uncertainty, as discussed in the
previous section). As to the simplicity and efficiency of the
parameterization, we artificially divide the energy loss func-
tion asεion=30ε̄(ε0, z) eV and redefineεion=30 eV and the
newλ(ε0, z) as the old one divided bȳε. The ionization rate
does not lose generality and accuracy through this operation.

Next, the parameterλ is derived by substitutingqion, R0,
andεion into Eq. (2) and is shown in Fig. 4a as a function of
R/R0 andε0, whereR(z) is defined as an integral ofρ above
a corresponding altitudez, λ(R/R0≥1)=0 andR0≡R(zmin).
For simplicity, we divideλ into the energy-dependent vari-
ablek(ε0) and the height-dependent variableλ0(R/R0). The
λ0 is selected as the value of theε0=10 keV case and is
expressed as a function ofx=R/R0 as follows (Fig. 4a),

λ0(x)=


−669.53x4

+536.18x3
−159.86x2

+18.586x+0.5064 0≤x≤0.3
0.767x4

−5.9034x3
+12.119x2

−9.734x+2.7470 0.3≤x≤0.825
−0.8091x3

+2.4516x2
−2.4777x+0.8353 0.825≤x≤1.

(3)
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Note that (for users)x should be defined for eachε0 since
it is an implicit function ofε0 throughR0, although the pro-
file itself of λ0(x) is independent ofε0. The peak altitude of
qion corresponds toxpeak ≈ 0.29, independent ofε0, and the
form of k is defined ask(ε0)=λ(ε0, xpeak)/λ(10 keV, xpeak),
shown in Fig. 4b. It has a negative correlation withε0, as
clearly seen in Fig. 4a. This is because the increasing rate in
ρ(zpeak) with ε0 is larger than that inqion in Eq. (2). Qualita-
tively, it may result from a rapid decrease in the scale height
at lower altitude. Thek is fitted smoothly by the following
equation,

k(ε0) = 0.13+ 0.89(1 − 1.1 tanh(log10ε0 − 1)) (4)

with ε0 in keV. We can obtainλ(ε0, R/R0)=k(ε0)λ0(R/R0)

for an arbitraryε0 using Eqs. (3) and (4), as shown in Fig. 4a.
A noticeable shift in the peak position ofλ for ε0=1 keV
may be due to several complicated factors. In addition, the
absolute values ofλ parameterized for theε0=0.5 and 1 keV
cases have large deviations from the calculated ones. How-
ever, these deviations have little effect on the ionization rate
and the conductance of our interest for the case of a plau-
sible auroral energy spectrum. This is because the average
energy of the spectrum is much higher, as several tens keV
(discussed in the next section) and because the conductance
is hardly sensitive to the deviations, as shown in Fig. 10a. Fi-
nally, we obtain the formula of the ionization rate usingλ, as
well as the precedingR0 andεion=30 eV,

qion(ε0, z) =
ε0

εion

λ(ε0, R/R0(z))

R0(ε0)
ρ(z). (5)

The results obtained from this parameterization are shown
in Fig. 5 and agree well with the calculated profiles for the
ε0≥5 keV cases. We could not find a reason for the differ-
ences in the profiles for the 0.5 and 1 keV cases, also shown
as the differences inλ in Fig. 4; note again, that these do
not affect the estimation of the conductance. We can con-
struct the ionization rateqion(ε0, z) by electron precipitation
with an arbitrary energy in an arbitrary distribution of the H2
atmosphere. The ionization rate for an arbitrary energy spec-
trum can be provided by integratingqion(ε0, z) multiplied by
the electron flux functionF(ε0) overε0.

We defineθ as the angle between the averaged veloc-
ity vector of electrons and the local vertical; in the previ-
ous section we set it asθ=0. With the angle being non-
zero in actual case, it would be crucial to the ionization
rate since the scattering processes include anisotropy. We
make a further calculation by varyingθ and its parame-
terization. The H2 density is given by the same form as
Eq. (1), and the initial velocity of electrons is expressed as
(vz, vy)=(−v0 cosθ, v0 sinθ). Theθ dependence ofqion(z)

in the case ofε0=10 keV is shown in Fig. 6b. In the range
of θ≤30 deg no remarkable difference from the case ofθ=0
is seen in the altitude distribution. As to over 60 deg it is
clearly seen that the ionization rate above 1200 km increases,
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Fig. 5. Shown are parameterizedqion values (solid), and are com-
pared with the calculated ones (dotted) in Fig. 1.

while that below decreases, with an increase inθ . This is be-
cause for the case of the larger angle collision occurs more
frequently at high altitude due to an extension of the flight
distance of electrons, whereas the amount of energy dissi-
pated at low altitude becomes smaller. It is remarkable that
the stopping height is almost independent of the angleθ .
This is because the height is controlled by secondary elec-
trons. From these facts and the temporal variation of the ion-
ization rate (not shown) we can diagnose the dynamics of
high-energy electrons from their injection into atmosphere to
their extinction. They penetrate easily to the peak altitude of
qion with a slight energy loss, and lose the remnant energy
around there. We can suppose that the peak altitude and the
magnitude of ionization rate are controlled by the initial con-
ditions ε0 andθ , respectively, if the atmospheric conditions
are identical. The secondary electrons produced around there
are scattered isotropically and expand a little the scale they
occupy. Therefore, the initial information onθ is already lost
in the formation of a stopping height. The above statements
agree perfectly with the discussion made when we introduce
εion. We would describe our parameterization based on the
results in Fig. 6. As for the previous one we deriveλ(θ, x)

and takeη(θ, x)=λ(θ, x)/λ(0, x), λ(0, x) being defined by
Eqs. (3) and (4). The values are shown in Fig. 6a and are
expressed as the following equations:

η(θ, x)=


1 0<x≤10−c0

−a(log10x+c0)(log10x+c)+1 10−c0<x≤10−c

(10−c/x)b 10−c<x≤1
0 1<x,

(6)

a =

0.5
cosθ + 0.5 − 1
(c0+c)2

4 − c0c
,

b = −
log10(0.75 cosθ + 0.25)

c − 0.523
,

c = − log10(−0.0436θ2
+ 0.0499θ + 0.0302).
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Fig. 6. Dependences of(a) parameterλ and(b) ionization rate on
the tilt angleθ from the vertical line of initial electron velocity for
the cases ofε0=10 keV andθ=30, 60, 70, and 80 degrees (dotted:
calculated, solid: parameterized by Eq. 6). For (a) the ratios to the
one ofθ=0 in Fig. 4 are shown. For (a) the deviation atR/R0<0.01
increases and for (b) the magnitude at higher altitude increases (the
peak decreases) with increasingθ , respectively.

As a result we obtain the ionization rate for an arbitrary flux
F(ε0, θ), multiplying qion in Eq. (5) by thisη. Here the unit
of θ is radian,x=R/R0, andc0=6.

3.2 Comparison with previous studies

It is not obvious that our parameterization is applicable to
any distribution of the H2 density other than the form of
Eq. (1). Here we make a test with several forms ofNH2

for validation. The results of direct calculations using the
Monte Carlo method and those from parameterization are
shown in Fig. 7. The initial energy of electrons is set to be
ε0=10 keV. The two forms are 1/5 and 5 times the magni-
tude of Eq. (1), shown with respective lines A and B. For the
other two, the scale-height is changed to be steeper or slower
than that in Eq. (1), with the electron stopping height un-
changed; the explicit forms areNH2=1.5×1020 exp(z′/62)
and 1.8×1018 exp(z′/300), shown with respective lines C
and D. Success of our parameterization is clearly seen in
Fig. 7b. The similar results are expected for other energy
cases, although the fitting error becomes large for low energy
cases (≤1 keV).

Next, we would compare our result with that obtained by
Grodent et al. (2001) with a two-stream approximation of

Figure 7: 2007.12.18: Y. Hiraki and C. Tao
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Fig. 7. Examples of the application of our parameterization to var-
ious cases of the H2 density distribution(a); in (b) the solid and
dotted lines show the results from parameterization and from calcu-
lation, respectively.

the Boltzmann equation. They show the ion production rate∫
qion(z, ε0)F (ε0)dε0 with units of /m3/s when the electron

energy flux at the top of the atmosphere is represented as a
tri-Maxwellian distribution function to create discrete aurora;
the profile is shown in Fig. 8a. We calculate the ionization
rate using our parameterization under the same conditions of
the electron flux and the H2 density, not equal to Eq. (1),
and derive the ion production rate as also shown in Fig. 8a.
It is found that our result agrees well with that of Grodent
et al. (2001) from the peak to 1000 km and over 1300 km.
However, the difference in the sub-peak around 1200 km is
up to the factor of 4. This peak is produced by the lowest
energy component (100 eV) of the triplet distributions. It is
checked that the difference is not due to the error in parame-
terization discussed regardingλ for ε0≈1 keV, although this
energy range has the largest contribution to the sub-peak. It
is also checked that the difference is much larger than the
systematic error when we read their data. It may not be due
to the effect of atomic hydrogen H because its contribution
to the total ionization rate is quite small, by 1–2 orders in
their calculation. The possible factors are the differences in
numerical scheme and cross section data. We do not mention
more details of the difference, by the order of 2 smaller than
the peak value, judging from the negligible contribution to
the estimation of the conductance.
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Figure 8: 2007.12.18: Y. Hiraki and C. Tao
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Fig. 8. (a)Comparison of an ion production rateqionF by our pa-
rameterization (solid) with the previously presented value by Gro-
dent et al. (2001) (dotted),F the electron flux.(b) Comparison of
our parameterized ionization rates with that (dotted line) by Rego
et al. (1994). Solid (dashed) line represents the rate produced based
on the H+H2 (pure H2) density distribution and electron energy
spectrum they adopted (see text for details).

We compare our results further with those by Rego et
al. (1994). They calculated ionization rates with the slow-
down method for electrons (Gerard and Singh, 1982). We
also examine the effect of atomic hydrogen H, abundant in
high altitude>1000 km, that they included. In this examina-
tion we assume simply the ionization rate for e-H collision
as one half ofqion,H2 since the cross section for e-H collision
has similar properties to the e-H2 one, except that the peak
value of the former is almost half that of the latter; Rego et
al. (1994) used a similar assumption. Figure 8b shows by a
solid line the ion production rate using the parameterization
in the similar conditions to their case: the electron energy
spectrum as a Maxwellian distribution with a peak at 10 keV,
and the same atmospheric density profile. The rate at high
altitude increases by the factor of 2–3 while the rate at the
peak is almost unchanged compared to that without H. On
the basis of negligible importance of this difference at high
altitude (with smaller magnitude of 103 than the peak value)
on the estimation of conductance, we conclude that the influ-
ence of H would be small and do not include it in our param-
eterization. We find that the rate including H is quite consis-
tent with that of Rego et al. (1994) (dotted-line), except for
the peak and stopping altitudes. The inconsistency would be
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Fig. 9. Comparison of our ionization rates(a) with the excitation
rate(a’) by Pranǵe et al. (1995); in both the incident angles of elec-
trons are 1 (solid-line), 60 (dashed), and 88 (dotted) degrees, and
the energy flux is 1 erg/cm2/s/(2πsr). (b’) shows test results where
the moving direction of both the primary and secondary electrons
is fixed asθ all through the calculation;(b) shows our results with
no assumption; these line types are for the same incident angles as
those in (b’).

caused by the difference in calculation methods and will be
mentioned in the next paragraph.

Finally, we compare our results of the electron incident-
angle dependence with the similar study by Prangé et
al. (1995), who applied the same method by Rego et
al. (1994). Their results in Fig. 9a’ show the excitation rates
of the H2 Lyman band (B-state excitation) by monochromatic
electrons with several incident angles. As a comparison we
also show the obtained ionization rates in the same condi-
tion (Fig. 9a). We regard that the ionization rates are com-
parable with the excitation rates, since both the energy range
and magnitude of these two cross sections are quite similar;
the figures show actually the peak values agree well within
an expected difference by dozens of percent. The peculiar
dependence of the peak values onθ is due to the normaliza-
tion of the angular distribution of primary electrons weighted
by sinθdθ . We would mention the critical difference in the
θ dependence of the peak and stopping altitudes, i.e. their
results vary widely by several hundreds, while ours do not.
We take notice of the treatment of moving direction of the
electrons. Pranǵe et al. (1995) fixed the direction asθ all
through the calculation, as Rego et al. (1994) did, while we
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Fig. 10. Dependences of the height-integrated Pedersen conductiv-
ity on initial (a) energyε0 and (b) tilt angle θ of electrons. Dia-
monds are obtained with Monte Carlo calculation results, while the
solid lines are from parameterization (details in text).

treat it variable in each electron through collision. In or-
der to elucidate this effect we perform calculations with the
similar restriction that the moving direction of both primary
and secondary electrons is fixed asθ (Fig. 9b’). We can find
that both peak and stopping altitudes vary remarkably, de-
pending on the incident angle compared to the original ones
(Fig. 9b, previously shown in Fig. 6b). As for the peak alti-
tude, the energy loss of electrons through their precipitation
may be underestimated due to the restriction of “fixedθ ”; in
fact, the angular distribution changes largely from the initial
one through considerable scattering. The difference between
Rego et al. (1994) and ours is also explainable by this effect.
Our treatment would be more valid and new in this view-
point. As to the stopping height, we find that its variation is
due to an extension of atmospheric depth by secθ with the
incident angle being fixed. We checked that the values of
R0 as a function ofN secθ in all three cases in Fig. 9b’ are
in perfect accord. On the basis of the above comparison, we
emphasize that our Monte Carlo method brings a major mod-
ification of estimation of not only the ionization rate itself but
the conductance.

4 Discussion on conductance

We estimate the dependences of the Pedersen conductance
on initial conditionsε0 andθ of auroral electrons. The flux
F(ε0) is fixed as 6.25×1012 /m2/s for all cases. Assuming
that the H+

2 ions produced through the electron impact ion-
ization of H2 are being converted instantly to H+

3 , the local
ion densityn is given by the balance between this H+

3 ion
production and its loss through recombination with the elec-
tron. The collision frequenciesν of H+

3 and electrons with H2
are taken from Chapman and Cowling (1970) and Danby et
al. (1996), respectively. Note that the Pedersen conductance
used in this paper is not the effective one modified by the
slippage of the neutral atmosphere from strict rigid corota-
tion (Nichols and Cowley, 2004) but the original one simply
defined as follows. Parallel conductivityσ being defined by

n andν, we derive the Pedersen conductivityν2σ/(ν2
+�2),

� the cyclotron frequency, the intrinsic magnetic field being
assumed as 8.4 G, and obtain the conductance6P by integrat-
ing it over the altitude range of 0–3500 km. Here we adopt
the neutral density as Eq. (1) and the neutral temperature as
that assumed in the JIM. Theε0 andθ dependences of6P
are shown in Fig. 10a and b, respectively. A positive cor-
relation of6P with ε0 is obvious since the ionization at low
altitude contributes effectively. At the energy range<60 keV
our values estimated in a simple manner agree well with the
results by Millward et al. (2002) using the data of JIM. It is
expected that the increasing rate in this range is quite sim-
ilar to that ofR(ε0), however, in fact, it is slightly steeper
(∝ ε1.65

0 ). This is becauseR corresponds to an integral ofN

only, while6P is an integral ofN convoluted by the ion den-
sity (∝

√
N ). It is seen that the increment in6P is saturated

at 80–100 keV, since the peak altitude of the ionization rate,
equally of ion density, becomes lower than the peak of the
ion mobility (≈400 km). The applicable energy limit seems
to be around 300 keV, over which the model equations and
the low-altitude atmospheric conditions are invalid. We find
in Fig. 10b that6P decreases with an increase inθ and the
rate is up to 40%. This dependence corresponds to a reduc-
tion in the peak values of the ionization rate, as shown in
Fig. 6b. It is considered to be up to 60%, if we estimate it by
only the peak value; this overestimation may be due to the
predominance of a contribution at lower altitude of 600 km
where the ion mobility is higher.

Finally, we discuss the relation between ionospheric con-
ductance6P, field-aligned currentj‖, and electron energy
spectrum at the main oval by referring to the simulation
results by Nichols and Cowley (2004), in which the field-
aligned current is treated self-consistently. The static rela-
tion between6P andj‖ should be the key of their model sys-
tem. The number flux of the precipitating electrons from the
magnetosphere, i.e. the current, is modulated immediately
through changes in the conductance, which is the generator
of the system. The acceleration rate of electrons in a paral-
lel electric field at the top of atmosphere may be limited in
reality, so that the increasing rate of the conductance is lim-
ited likewise. Suppose that this upper limit is controlled by
the quasi-steady condition of ionosphere; one of the candi-
dates is the peak altitude of ion mobility (≈400 km). Sup-
pose further that the convergence of the Pedersen current
at this altitude generates the field-aligned current associated
with the main oval. Figure 5 shows that the electron with
energyε0≈100 keV gives the peak of the ionization rate at
this altitude. For a maximum estimation of conductance we
prepare the energy flux function with its peak around the en-
ergy on the basis of the formulation in Nichols and Cow-
ley (2004) and calculatej‖ and6P in a similar way as in
the previous paragraph (Fig. 11a, b). Furthermore, we adopt
two flux functions derived on the basis of observation results
(Grodent et al., 2001; Gustin et al., 2004), with a simple nor-
malization of these magnitudes to adjustj‖. Variations in
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Fig. 11. (a)Assumed electron energy spectra with the current be-
ing fixed asj‖=0.5 µA/m2. NC04, Gr01, and Gu04 refer to those
in Nichols and Cowley (2004), Grodent et al. (2001), and Gustin
et al. (2004), respectively;α andβ are control parameters of the
slope of spectrum.(b) Pedersen conductance as a function of field-
aligned current density obtained with each spectrum shown in (a).
(c) Modified Pedersen conductance versus the base of integral en-
ergy range when the current is defined. The upper and lower 5-line
sets correspond toj‖=0.5 and 0.25µA/m2 cases, respectively. Line
types used are identical in all figures.

the conductance through spectral configurations are shown
in Fig. 11b. For comparison we choose the current density
asj‖=0.5µA/m2 derived from the former cases of a spec-
tral peak around 100 keV. It is shown that the conductance at
this current is6P≈4 mho with small variation on the spectra,
whereas the conductance in the other two cases is smaller by
a factor of 2. This may be due to the effect of the low energy
component of spectra in Grodent et al. (2001) and Gustin et
al. (2004) to reproduce observed high atmospheric tempera-
ture. Assuming that the low energy component cannot reach
the peak altitude of ion mobility, we try to eliminate the com-
ponent from the definition of currentj‖. Figure 11c shows
that the variation in conductance (≈100% seen in Fig. 11b)
is reduced down to several tens of percent, with an increase
in the base of the energy integral as over 15 keV. The conduc-
tance and current in the above estimation are larger than the

Figure 12: 2007.12.18: Y. Hiraki and C. Tao
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Fig. 12. Electron impact cross sections of(a) H2 and (b) He for
various collision processes.

calculated results in Nichols and Cowley (2004),j‖=0.25
µA/m2 and 6P=1.5 mho, which is consistent with recent
observation. The differences in these values from ours may
be related with the fact that the peak electron energy in their
spectrum is slightly lower than that to reach the peak altitude
of ion mobility. However, the effects of the actual tilt an-
gle of the magnetic field line and the finite pitch angle would
reduce our values of conductance and current to a certain ex-
tent. We consider that the variation in6P (the factor of two)
is under the resolution of observation at present. We hope, at
least, the direct particle observation used to obtain the ratio
of a low (10–20 keV) to high (80–120 keV) energy compo-
nent of electron flux, and the magnetic field observation used
to obtain the field-aligned current around the 400-km altitude
with resolution of 0.1µA/m2, both lead to a detailed under-
standing of the source of the field-aligned current at the main
oval region.

5 Summary

We simulate the penetrating process of auroral electrons into
Jupiter’s H2 atmosphere with a Monte Carlo method and
present a simple parameterization of the ionization rate, re-
ferring to the formula used in previous studies on the Earth.
We confirm that the conductance, the key parameter for the
magnetosphere-ionosphere coupling system, estimated with
the parameterized ionization rates agrees with the exact one
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by numerical simulation, as well as that estimated by the pre-
vious study within systematic errors. We also confirm that
the ionization rate in any distribution of atmospheric density
is highly reproducible, so that it can be applied to the case
of the other outer planets with a major component of H2.
To verify our model and parameterization we examine that
the influences of He and H are negligible, less than 10%, on
the ionization rate, whereas uncertainty in the high-energy
part of the electron-H2 collision cross sections induces un-
certainty by several factors. We further formulate the depen-
dence on the incident angle of primary electrons and com-
pare the results with previous studies using other approaches;
we indicate the intrinsic problem of their approximation. Fi-
nally, we estimate the maximum values of the ionospheric
conductance and the field-aligned current at the main oval
region, assuming the electron energy spectrum on the basis
of previous observation and modeling, and the ionospheric
steady condition, such as for ion mobility; these show a vari-
ation by a factor of 2 and are 1–2 times larger than the simu-
lation results by Nichols and Cowley (2004).
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