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Abstract. The structure-function-based method (referred toionosphere have become widely used (e.g. Fooks, 1965; Fe-
as UCAR-STARS), a technique for estimating mean hori-dor, 1967; Manson et al., 1974 pRger and Vincent, 1978;
zontal winds, variances of three turbulent velocity compo-Vincent and Rttger, 1980; Meek, 1980a; dRger, 1981;
nents and horizontal momentum flux was applied to the Mid-Vincent et al., 1987; Larsen anddRger, 1989; Riggin et
dle and Upper atmosphere Radar (MUR) operating in spacedl., 1997; Cohn et al., 1997, 2001; and many others). Al-
antenna (SA) profiling mode. The method is discussed andhough measurements were mainly focused on mean hori-
compared with the Holloway and Doviak (HAD) correlation- zontal winds, other parameters, such as variance of vertical
function-based technique. Mean horizontal winds are estiturbulent velocity and spatial scales of refractive index irreg-
mated with the STARS and HAD techniques; the Dopplerularities, have also been measured (e.g. Brown et al., 1995a,
Beam Swinging (DBS) method is used as a reference fob; Hall et al., 1998; and Chau and Balsley, 1998).
evaluating the SA techniques. Reasonable agreement be- The basic concept of the SA approach is presented in the
tween SA and DBS techniques is found at heights fromclassic paper by Briggs et al. (1950), and a diversity of SA
5km to approximately 11km, where signal-to-noise ratio methods has been developed (for reviews see, e.g. Hocking et
was rather high. The STARS and HAD produced variancesal., 1989; Fukao and Palmer, 1991; and Palmer, 1994). The
of vertical turbulent velocity are found to be in fair agree- methods could be divided into two clearly distinguishable
ment. They are affected by beam-broadening in a differ-groups in accordance with the different approaches to con-
ent way than the DBS-produced spectral width, and to asidering received signals from multiple antennas (Doviak et
much lesser degree. Variances of horizontal turbulent veal., 1996), and there are numerous specific techniques within
locity components and horizontal momentum flux are esti-each approach. The first approach assumes models of the
mated with the STARS method, and strong anisotropy ofdiffraction pattern on the ground without relating the models
turbulence is found. These characteristics cannot be estito properties of a scattering medium. The techniques most
mated with correlation-function-based SA methods, whichused in this group are referred to as Full Correlation Anal-
could make UCAR-STARS a useful alternative to traditional ysis (FCA) in the time domain, and Full Spectral Analysis
SA techniques. (FSA) in the frequency domain (Briggs, 1984; and Briggs
Key words. Radio science (remote sensing; signal |orocess—"’mfj Vincent, .1992; respectively).. This heurist!cal approach
L . neither takes into account specific characteristics of the scat-
ing; instruments and techniques) : )

tering medium nor of the radar parameters.

The second approach relates properties of the refractive
index field and its advection flow to parameters of echoes in
1 Introduction spaced receivers for a specific radar; therefore, models of the

scattering medium are assumed. Liu et al. (1990) were the
During the last four decades, spaced antenna (SA) method#'st to realize this approach; the Liu et al. theory was gener-
for measuring characteristics of a scattering medium at alti-2lized and further expanded by Doviak et al. (1996), below

tudes from the low troposphere to the upper mesosphere anigferred to as DLH. The technique based on this approach
is referred to below as the Holloway And Doviak (HAD)

Correspondence toA. A. Praskovsky method; it is described in Holloway et al. (1997b), below
(praskov@ucar.edu) referred to as HDC.
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As emphasized by many authors (e.g. Briggs and Vincent(Cohn et al., 1997), but its performance for the MUR over
1992; Sheppard et al., 1993; Hocking et al., 1989), all SAheights above 5km has not been thoroughly evaluated. We
methods are basically similar in that they utilize the sameneeded some kind of “independent true device” for compar-
initial information: time series of amplitude and phase of sig- ing SA techniques, and DBS was chosen as such a “truth”.
nals from several receivers. The methods differ by (1) math-Although DBS is not necessary accurate due to rather re-
ematical tools for analyzing multiple signals (auto and/or strictive underlying assumptions, it is widely accepted by
cross correlation functions; auto and/or cross spectra); (2) pathe atmospheric radar community as a reliable technique for
rameters of these functions to be estimated; (3) equations fameasuring mean winds. The method has been extensively
relating these parameters to characteristics of the scatteringnd thoroughly tested over several decades with independent
medium; and (4) assumptions which are adopted for derivinstruments, such as rawinsonde, and its performance was
ing the operational equations. Although basically similar, found to be from “good” to “excellent” in most conditions
all methods produce important information about a scatter{e.g. Steinhagen et al., 1994; Thomas et al., 1997; Kishore
ing medium. Multiple signals from several receivers provide et al., 2000; Stankov et al., 2003; and references therein). In
an enormous amount of raw information. Each data analysigparticular, Luce et al. (2001) reported “very good agreement”
tool (spectra, correlation functions, wavelets, etc.) extractdetween DBS and radiosonde-measured mean winds for the
only a small fraction of useful information from multiple ran- MUR.
dom signals; therefore, different techniques do not compete We found fair agreement between the STARS and HAD-
but rather complement each other. produced variances of vertical turbulent velocity. The SA

A structure function (SF)-based approach to measuringesults are affected by beam-broadening in a different way
characteristics of a scattering medium by SA radars hashan the DBS-produced spectral width, and to a much lesser
been developed recently by Praskovsky and Praskovskaydegree. We also present the STARS-measured variances
(2003a, 2003b), below referred to as PPa and PPb, and thef horizontal turbulent velocities and horizontal momentum
name UCAR-STARS was coined to describe the data analyflux. Strong anisotropy of turbulence is found, although cau-
sis method based on this approach. The acronym “UCAR{ion is needed in the interpretation of the results. We have
STARS” stands for the “University Corporation for Atmo- derived theoretical relations between CF and SF-based SA
spheric Research — STructure function Analysis of Receivedechniques. We have shown further that CF and SF-based
Signals”. The goal of this paper is to evaluate the potentialtechniques “sense” different physical features of a scatter-
of the method for measuring mean horizontal winds and turing medium and different temporal scales of the features, in
bulence characteristics with SA radars. Detailed quantitativespite of being related to one another. The major consequence
analysis of the STARS’s performance, analysis of measureef these differences is that variances of horizontal turbulent
ment errors, and comparison with other instruments, such asgelocities and horizontal momentum flux can be potentially
rawinsonde, is planned for the near future; these issues arestimated with SF-based methods, while they cannot be es-
beyond the scope of this paper. As a test bed for the methodimated with CF-based methods. Therefore, UCAR-STARS
we chose the Middle and Upper atmosphere Radar (MUR)could become a useful alternative to the traditional CF and
which is one of the most powerful and flexible Mesosphere-spectra-based SA techniques.

Stratosphere-Troposphere (MST) radars in the world. In or-

der to compare the STARS results to correlation function

(CF)-based SA technique results, we have chosen HAD fron2 Estimating winds and turbulence

a diversity of existing SA methods because, in our opin-

ion, HAD is the most advanced and rigorous CF-based SAn this section we summarize the basic equations for esti-
technique. Theoretical comparison of HAD with the Briggs mating the mean horizontal winds and turbulence charac-
(1984) FCA method can be found in Holloway et al. (1997a). teristics with STARS and HAD techniques, as well as the

As shown in PPa, equations for SF of any orger2 can be  assumptions which are adopted for deriving the equations.
derived and applied to practical measurements. On the conWe also establish theoretical relations between the two SA
trary, only the second-order CF have been used in SA methtechniques. Detailed derivation of the equations and discus-
ods, and spectra are second-order functions as well. To consion of the assumptions can be found in PPa, PPb, and DLH,
pare STARS and HAD techniques, cross and auto SF at onydDC, respectively.

p=2 are considered in this paper. The transmitter of a SA profiling radar sends pulses of ra-

We found that at a sufficiently high signal-to-noise ra- dio waves vertically upwards into the atmosphere and these
tio (SNR) the STARS-produced mean horizontal winds areare scattered by the refractive index irregularities to form a
in reasonable agreement with those produced by HAD andnoving and changing diffraction pattern on the ground. Fol-
the Doppler Beam Swinging (DBS) technique; the latter haslowing PPa, the irregularities are referred to as scatterers in-
been chosen as a reference for evaluating SA techniqueslependent of their physical nature. Therefore, the scatterer
No independent wind measurements, such as by rawinsondés defined as the refractive index irregularity scattering the
were available during the experiment for evaluating SA tech-transmitted waves of a specific frequency, and it is a prop-
niques. Limited testing of the HAD technique was accom- erty of the atmosphere to which the radar is sensitive. Fol-
plished in the atmospheric boundary layer at very high SNRIowing such a definition, each scatterer is characterized by



A. A. Praskovsky et al.: Measurements with the MU radar 3845

its instantaneous location (t)={x; (¢), y; (¢), z; (¢)}, velocity velocity of each scatterée=1, 2, ..., M can be presented as
W, (0)={U; ), V;(t), W; (1)}, and reflectivityAn; (t). Here-  a sum of the mean and turbulent components:

afterr istime,i=1, 2, ..., M, andM is a number of scatter- ‘

ers in the illuminated volume. The geophysical coordinate{U‘ @), Vi), Wi (1)}

system with z-axis directed upwards, x-axis towards east= {(Ui), (vi), (W;)} + {ui(t), v (1), w; (t)}. (6)

and y-axis towards north is used hereafter; the values inthe =~ ]

brackets{ } denote the Cartesian components of a vector. ~ Projection of the instantaneous velocHy; () on the base-
The magnitude and phase of the diffraction pattern is samliN® Axux can be defined as follows:

pled with N>3 spatially separated receiving antennas with Ui i ()

the phase centens, . Each antenna provides a complex re-

ceived Signal = <Ui,mk> + ui,mk(t) = (W) @ Axp) /| Ax il , (7)
where the bulle® denotes a scalar product of two vectors.
E(xgp,t) =1(xq, 1) +v=10(xqk, 1), 1) To derive practically useful equations for the coefficients

wherel and Q are the in-phase and quadrature componentgO an?dl, ;v;ot?ore assumghonof Wﬁre atctjopted' mtrI:P':lj‘I. A,S'
of the pure return from the scatterers with no noise or clutter>MPtioN =5: the mean motion of all Scalterers In the 1umi-
andk=1, 2, ..., N. Without loss of generality, one can con- nated volume is statistically homogeneous in the horizontal

sider(I (xq,k, )= {Q(xax, 1))=0; hereafter the brackety plaoi)]c-—zy, that IS(Xl>:<U><Vl)3:S(V>h a'."d(Uiqu>:<Umkl)
denote the ensemble averages. Equations for pure signa\cgr l_f ’ ”’ o M. ssumptc|ion ; t ﬁ mst;’;mtanoous oca-
can be used directly in practical measurements while noisé!on of all scatterers; (1) andy;(z) in the volume Is stafis-

can be taken into account when calculating SF and CF; se cally uniform in the horizontal plane. Using Assumptions

PPa and HDC for details. S—3S, the following equations were derived in PPa:
4712y2|Ax o2

2.1 UCAR-STARS: equations and assumptions do(Ax k) = 2[1 - exp(—szﬂ ; (8)

Consider a pair of receivers with the phase centgrs and

Xam, (k #m)=12,..., N. The non-dimensional second dl(Axmk; 5

order cross SF can be defined as (Tatarskii, 1971, chap. 1A): 327y | AX | (Ui )51 42y 2| Ax i |? 9
- a?D? P\~ a?D? - O

DA _ (8@ ) = Sak + Axmi 1+ OP)

(AXmi, 7) = [5Gk 1) — (S@ar D)) »(2) " HereafterD is the transmitter diameterz?=1+(0/0,)?,

where c=yAR/D and o,=yAR/D, are the transmitted

where beam and the receiver’s field of view linear widths for a suf-
ficiently large range of observatioR>>>D, D,, o,; A is the

SGas 1) = EGats DE* g D) 3) A ‘

radar wavelengthD, is the receiver diametes; is the range
is the instantaneous power of pure received Signa|syesolution; and/ is tho antenna factor. Combining Egs. (8)
AXmk=X,m—Xq iS @ spatial separation between the an- and (9), one can obtain:

tenna centersy is a temporal separation between the sig- |AX k| d1(AX i)

nals, and the superscrib‘donotes the complex conjugation. (Ui} = 85t[1 — do(Ax i) /21IN[1 — do(Ax,i)/2] (10)
The auto SFD,,10(x4.k, T) IS a particular case of Eq. (2) at
Ax,,x=0. As shown in PPa, the second order SF for any at
mospheric profiling radar at—0 and small enoughAx ;x|
can be presented in the following form:

This equation relates the projection of the scattering
medium’s mean spedd,;) on the baseliné\x ;. to “mea-
surable” coefficientglp andd; in Eq. (4) for cross SF. The
mean horizontal wind speed componeft§ and (V) can
D(AX i, T) be estimated uniquely by applying Eqg. (10) to the coeffi-
= do(Axmi) + di(Ax )T + do(Ax i) T2 + O(T) @) cients do(Ax ) and di(Ax,,y) for any two noo-parallel

B 22, (g3 5) baselinesAx,,; at im # k)=1,2,..., N. To derive prac-
Dauto(Xak, T) = dauto(Xa k)T + O(T7), ( tically useful equations for coefficieni$ and d,,;,, the
where t=t/67, and 67 is the inter-sample time interval. following additional assumptions were adopted in PPa and

Equations (4) and (5) were derived in PPa using only As-PPb. Assumption 4S: turbulent motion of all scatterers in-

sumption 1S: the characteristics of each scatterey, y; (1), side the illuminated volume is statistically homogeneous,
2 (D), Ui (@), Vi(0), Wi (1), andAn; (1), i=1,2, ..., M, arelo-  that is {wf)=(w?), {u], )J={uy,). (ujv]™')=(u/vP~) for
cally statistically stationary random processes. The term “lo-i=1,2, ..., M, andj=0, 1,..., p. Assumption 5S: the in-

cally stationary” is used in the paper in the same sense as iffgral scale of the vertical turbulent velocity (z) is smaller

a theory of the fine-scale turbulence, e.g. Monin and Yaglomthana, and/oro, and that of the horizontal velocities (1)
(1975, Sect. 21). It stands for stationarity over a time periodand v;(¢) is approximately equal to, or larger tham, for
which is much smaller than the integral time scale of the rani=1,2, ..., M. Using Assumptions 1S-5S, the following
dom process. Following Assumption 1S, the instantaneougquations were derived in PPa and PPb:



3846 A. A. Praskovsky et al.: Measurements with the MU radar

2 2(UP+ (VD) 82y Axm 2((Uni) + (u? 4722 A i |2
dz(Axmk)=327128t2[<l;—2)+ r“( 01)2D2< ) _&ryiiax k(L4(l<)4 ) (umk>)i|exp<_ T );ZID«ZV kl > 1)
2 2 U2+ VZ
dauto(xa,k) = Shzatz[% + %] . (12)

Equation (12) relates the variance of the vertical turbulent velaéaj?y to the “measurable” coefficient,,;, in Eq. (5) for
the auto SF. Combining Egs. (8), (11), and (12) with the standard expression for the instantaneoligMajufer a baseline
AX i ={Axmk, Aymk, 0} (Doviak and Zrnt, 1993, Sect. 9.3), the following relation was derived in PPb:

((0?) + (U)) AxZ +2( (0] + (U)V) Ak At + ((v2) + (VIP) Ar2,

2
(AxZ + Ay2,)

dZ(Axm )
= 2 |:daut0(xa,k) - —ki| . (13)
16 1P [1 — do(Axmi) /2] 8t 1—do(Axmi)/2
This linear equation relates three unknown values, the turbu€ombining Egs. (17) and (18), one can obtain:
lence characteristidg?), (v2), and{uv) to “measurable” co- A A
efficientsdo, dz, andd,.:, in Egs. (4) and (5) for the second- (1/,,,) = _|Axmi] c1(AX i) 1)

order cross and auto SF. The characterigiié (v2), and 48t co(Axmi)
(uv) can be estimated uniquely by applying Eq. (13) to the
coefficientsdo(Ax k), do(Ax i), anddg,:o (x4 ) for any . o 9 . Y
- P ance of the vertical turbulent velocifyw?) to “measurable
three non-parallel baselinesx . at (m # k)=1,2,..., N. coefficients co, c1, ca, and cauo in Egs. (15) and (16)

Equations (2)—(5), (10), (12), and (13) are the major{)r the second-order cross and auto CF. The characteristics

Equations (19)—(21) relate the mean spéégy) and vari-

operational equations for measuring the mean horizonta U) (V) and <w2> can be estimated uniquely by applying
winds and the second-order turbulence characteristics wit gs. (14)—(16) and Egs. (19)—(21) to any two non-parallel

the UCAR-STARS method. baselinesAx . at(m#k)=1,2,..., N.

Equations (14)—(16) and Egs. (19)—(21) are the major op-
erational equations for measuring the mean horizontal winds
The non-dimensional second order cross CF for a pair@nd variance of the vertical turbulent velocity with the HAD
of receivers with the phase centets,; and x,,, method. The assumptions which were adopted for deriv-
(k#£m)=1,2,..., N, can be defined as: ing Egs. (15)—(20) are not listed systematically in DLH but

rather scattered throughout the paper. Below we systemize
(E(xa»kv DE*(Xak + AXp, 1 + f)) (14) the assumptions, and present them in the terms of the nota-

2.2 HAD: equations and assumptions

cA ,T) = . . .

(A¥mi. T) (E(xa ) E*(xa,0)) tion adopted in Sect. 2.1 whenever possible:
The auto CFCuyr0 (x4, T) IS @ particular case of Eq. (14) — Assumption 1H: the characteristics of each scatterer
at Ax,,,=0. Equations (1)—(6) in HDC for the magnitude of xi(t), yi(@®), zi(®), U;@®), Vi(¢), W;(¢), and An; (1),
cross and auto CF can be presented in the following formthat  i=1,2,..., M, are globally statistically stationary ran-
matches notations in Sect. 2.1: dom processes (DLH, p. 161).
|C(AX i, T)| — Assumption 2H: the instantaneous location of all scat-
- exp[_CO(Axmk)_Cl(Axmk)f_Cz(Axmk)fZ_0(f3)] (15) terers is statistically uniform in the illuminated volume

(DLH, pp. 158 and 161).

|CautoXa ks DI = €XP[—cauro(xa)t? = 0], (16) . . _
— Assumption 3H: the mean motion of all scatterers is sta-
where the coefficients are given as follows: tistically homogeneous in the illuminated volume; that

2022 A2 is (U;)=(U), (vi)=(V), and(W;)=(W) (DLH, p. 163).

co(Ax ) = 22D?2 17 — Assumption 4H: the instantaneous reflectivity of all
872y 2| AX i (Ui )81 scatterers is statistically homogeneous in the illumi-

c1(Axmk) = — 212 (18) nated volume (DLH, pp. 158 and 161).

c2(AxXmk) = Cauto(Xa k) (19)

) 5 — Assumption 5H: turbulent motion of all scatterers inside
y2([U) +(v)) ] the illuminated volume is statistically homogeneous and

2
_ g 22 (w?)
Cauto(Xa k) = 8“5t |: YR w2D2 (20) isotropic (DLH, p. 163 and Sect. 4). Following



A. A. Praskovsky et al.: Measurements with the MU radar 3847

this assumption, turbulence was characterized in DLH2.3 Relations between STARS and HAD

and HDC byal:V <I.UZ>= (u2>= (vz)' As shown |n. To relate the second order CF and SF, one can apply
DHL (Sect. 5.3).0; is related to the spectral width in . the standard set of assumptions about the received sig-
the Dopplerzmethod, therefore, the measured value iNals E(xax. 1), the assumptions are presented and dis-
Ea. (19) 'S<w ) cussed by Ishimaru (1997, Sect. 4-9). The complex
received signal in Eq. (1) can also be presented as

— Assumption 6H: specific functional form of CF or spec- EXax. 1)=A(Xa, 1) €Xp[v/—1p (x4 k. 1)], where A and
trum for the reflectivityAn; of scatterers in the illumi- ¢ are the amplitude and the phase of the signal, and
nated volume; e.g. the Gaussian CF with the correlationk=1, 2, ..., N. Let us consider the in-phase and the quadra-

lengthsp., andp,; in the horizontal and vertical direc- ture componentsl (x, x,¢) and Q(x,x.t) in Eq. (1) as
tions (DLH, Sect. 4), a power law of the Kolmogorov two statistically stationary and independent Gaussian ran-

type with specified parameters (DLH, Sect. 5), or other.dom processes, and the phageto be uniformly dis-
tributed over . Let us further consider the joint distri-

. . ) bution of I'(x,, 1), O(xak, 1), I(xqx+Axpmi,t+71), and
- Assumptlon 7H: the vertical correlatlor_w lengihy., 0(x, k+Axmk: 147) to bé Gaussiah as well, and the an-
is much smaller than the range resolution (DLH,  tanna centers to be close to each other. The relevant con-
Sect. 4.4). sequences from these assumptions can be reproduced from
Ishimaru (1997, Sect. 4-9) in our notations as follows:

— Assumption 8H: specific horizontal correlation length

pori ©9. por<kD (DHL, pp. 150, 166),py=D, | ek D) = (SCait i 1 0)) =) 22
pen>>pez (DLH, p. 170), or other. (E@ar DEGar). 1)
~(E(Xa e DE (X gk +AX i, 14+7)) ~ 0. (23)

Applying Eqg. (22) to Eg. (2), one can present cross SF as follows:
(S2(xa ks D)) — 2AS Xk S (Xak + Ak, t 4+ 7))+ (S2(X gk + Axpk, T + 7))
(S2(xa . ) — (S

Using Eq. (3), the termS2(x 4.k, 1)), (S(Xak, 1)S(Xak+ A%k, t + 7)), and(S?(x 4k + Axm, t + 7)) can be presented as the
fourth moments. For example,

D(AX i, T) = . (24)

(S(xa,k’ t)S(xa,k + AXpk, t + T)> = (E(xa,ka I)E*(xa,ka t)E(xa,k + AX i, t + T)E*(xa,k + AXpk, t + T)>

The in-phase and the quadrature components are considered Gaussian with zero mean, therefore, the fourth moment of th
complex signal can be expressed in terms of the products of the second moments as (e.g. Doviak ab@9Birsect. 5.1):

(E(xa,ka [)E*(xa,k’ t)E(xa,k + AXpk, T+ T)E*(xa,k + AXpk, t + t))

=(E®ak, DE*(Xa i, D) (E®ak + AXmi, t + D E* (X gk + AxXpr, t + 7))

+<E(xa,k: I)E(xa,k + AX i, t + 7:)) (E*(xa,ks t)E*(xa,k + AXpk, t + T))

HE@a i, DE* (ak + Axpi, 1 + O (E* (o, DEXak + Axpg, 1 + 7)) (25)
Using Egs. (14), (22), and (23), the RHS of Eq. (25) can be reduced to the compact form:

(S)% + (SPC(Axmr, TIC* (Ax i, T) = (SP[1+ IC(Ax i, 1] (26)
Similarly one can obtaifS(x 4k, 1))=(S?(x 4k + A% k., t+r))=2(S)2, and present Eq. (24) as follows:

D(Ax i, 7) = 2[1 — |C(AX i, DI?]. (27)

This equation relates the second order CF and SF for received signals and provides a “bridge” between SF and CF-based S/
techniques. In particular, one can establish direct relations between HAD and STARS with Eq. (27).
It follows from Egs. (4) and (5) that:

0D (Ax i, T)
do(Axmi) = D(Axmi., 0), d1(AXpp) = [—mk} v
=0

ot

82l)(Axmks T) 1 82Daulo(xa,ka T)j| ' (28)
=0

1
do(AX i) = E[T} 07 dauto(xa,k) = §|: 972
T=



3848 A. A. Praskovsky et al.: Measurements with the MU radar

Using Egs. (27), (28), (15), and (16), one can estimate coefficilgnts, d», andd,,;, in EQs. (4) and (5) using the cross and
auto CF as follows (the estimates are denoted by the tilde):

do(Ax i) = 2[1— |C(Ax i, 0)[%] = 2{1 — exp[—2co(Ax )]} = do(Ax i) (29)
- AC(Ax i, T)|?
d1(AX i) = _2[%} = 4c1(AX k) €XP[—2c0(AX k)] = d1(AX i) (30)
=0
~ 92|C AX i, T 2
do(Ax ) = —[%} = 4co(Ax i) — C%(Axmk)] expl—2co(Axmi)]
=0
2564y 4 Ax i 12812(u?) 472y 2| Ax i |2
=do(Ax i) + SADd eXp(—T> (31)
~ 82|Cau o(Xa k, T)lz
dauto(xa,k) = _|: tarz k :| = 4Cauto(xa,k) = dauto(xa,k) , (32)
=0

where dp, d1, d2, andd,,;, are given by Egs. (8), (9), A full MUR antenna is separated into 25 groups with
(11), and (12). One can see that coefficieft&Ax ;) and 19 Yagis in each group; Fig. 1. Any group or groups can
d>(Ax ) differ by the term with variance of the horizontal be used either separately, or in arbitrary combinations for
turbulent veIociMufnk). both transmitting and receiving; this feature ensures MUR'’s
unique flexibility. Both in DBS and SA modes, a full antenna
] (475 Yagis) was transmitting at the pulse repetition frequency
3 Experimental results 2500 Hz. The range bin and the gate separation were 150 m;
) , 64 gates covered a height from 5km to 15 km above the
The Middle and Upper atmosphere Radar (MUR) is located,; yar The MUR transmitted beam width 3 dB points) for
in Shigaraki, Japan (34.8Bl, 136.10 E) at approximately a full antenna is 3%
1km above sea level. The radar is operated by the Radio Sci- . T
: : In DBS mode, pulses were transmitted sequentially in five
ence Center for Space and Atmosphere of Kyoto University. .~ ; .
; ..~ directions (vertical, N, E, S, W) using the full antenna array,
MUR is the VHF band MST Doppler research radar with . . . .
with 1C° tilt from zenith for the non-vertical beams. The full

the operational frequency 46.5MHz and the correspondingamenna array was used to receive signals. The number of

wavelengthh=6.45m. It is an active phased array system; . : . )
the radar's antenna consists of 475 crossed Yagis with thgoherent integrations (NCI) was 38, the number of incoher

N : . ent integrations was 6, and the number of FFT points was
aperture 8330 /(103 m in diameter). A detailed descrip- S o
tion of the MU radar can be found in Fukao et al. (1985a 128, hence the averaging time wR3 =584 . The standard

b) 'DBS processing for the MUR was applied, by removing DC

_ bias in the time-series data from each receiver channel be-
forS;?Jgn%m\/':%i?tée;;rgngig’ ';/(I)léeRS\éV:SS ii“&??ﬁ:ﬁgi u;:rifore FFT calculation, and then carrying out Gaussian fitting
ying y P P around the spectral peak in the integrated data to obtain the

stratosphere-troposphere interaction, and many other phes ! . ) .
. . ; oppler parameters: reflectivity, radial velocity, and spectral
nomena at altitudes ranging from 5km to 100km. Being width

equipped with very flexible radar control and data acquisi-
quibp y ; There were four receiving antennas in the SA mode. The

tion systems, MUR was intensively used for testing and im-
provement of new data analysis techniques (e.g. Tsuda et aINCI was 128, the length of one record was 256 samples, and

1985 Van Baelen et al.. 1990° Palmer et al.. 1990a. b anéio records covering 6.55 min were recorded continuously be-
1993; Chilson et al., 1992; Sheppard et al., 1993; Luce et aI'Eween switches to the DBS mode. Three different configu-

2000; and Hysell et al., 2002). The flexible radar control andfations of receivers were studied n the .SA "_‘Ode- The re-
data acquisition systems made the MUR a natural test bed f0§ults for all configurations are practically identical, and only

evaluating the UCAR-STARS method. those for a co_nﬁggranon in Fig. 1 are _presente_d in this paper.
One can see in Fig. 1 that each receiver consists of 7 groups
3.1 Experimental setup (133 Yagis) with a diameter of approximately 54 m. The re-

ceiver centers provide six antenna-pairs (baselines), and no

The data collection for testing UCAR-STARS was executedtwo baselines are parallel to one other.

on 24-25 April 2002. Because MUR can be operated both

in SA and DBS modes, the experiments were designed ir8.2 Measurements of mean winds

the following way. The radar was operated 6.55min in the

SA mode, then approximately one minute in the DBS mode;The mean horizontal wind speed compone(mk)s (towards
the sequence was continuously repeated for several hours faast) aan) (towards north) were retrieved from the MUR
each studied configuration of receiving antennas. signals in the SA mode with STARS and HAD techniques at
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Fig. 1. A schematic depiction oN=4 receiving antennas for the MUR experiment on 24 April 2002. Each receiver is shown by shading
and consists of 7 groups, 19 Yagis per group. In each drawing, the receiver’s center is indicated by a bullet while circles show centers of the
other three receivers.

the same averaging timg,,=78.6 s which is close enough signals over a 78.6-s interval was equal to or greater than
to the DBST,,=584s. Typical vertical profiles o/}, (V), —212dB. The HAD estimates dfU) and (V) were calcu-
and SNR are presented in Fig. 2. One can note a differenctated when the SNR of the received signals over a 78.6-s in-
between SNR estimates by different methods in this and théerval was equal to or greater thar80.0 dB, the spectra of
following figures. SNR is shown as it was produced by the the signals did not contain detectable interference, the stan-
methods without correcting for difference in NCI and size dard deviation of auto- and cross-correlation function widths
of receiving antennas in SA and DBS modes. Furthermoredivided by their mean width was equal to or less than 0.2,
specific techniques for estimating noise in DBS, HAD, and and the noise-corrected cross-correlation coefficients at zero
STARS methods are different. The difference in measuredime-lag were equal to or greater than 0.1.
values of SNR is natural, and the values themselves are Figure 2 illustrates a well-known feature of the atmo-
shown only for illustrating a trend in the SNR with a height. spheric flow above the MUR: a stable jet directed practi-
cally due east; e.g. Van Baelen et al. (1990), Hassenpflug et
Very rough data rejection criterion for the outliers in the al. (2003). The jet consists of two clearly distinguishable
DBS-measured mean wind speed components was appliegarts: the low-speed part belogy~10km, and the high-
The average and RMS values f(i7) and (V) were esti-  speed part at,~11—14 km. One can see that SNR is rather
mated over the total 2.5-h experimental period for each gatéiigh belowz,~11 km while it decreases significantly in the
separately. The DBS-measured wind speed component wasigh-speed flow. The profiles ¢') and(V) demonstrate rea-
then rejected when it differed from the average by more tharsonable agreement of SA and DBS results at lower altitudes,
6 RMS values for the gate. The STARS-measured values ofnd much poorer agreement abaye-11 km. One can also
(U) and (V) were estimated when SNR for actual received notice a rather significant value of the northerly component
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Fig. 2. The vertical profiles of the easteriy/) and northerl)<v> mean horizontal wind speed components and SNR above the MUR on
24 April 2002 at 21:51:26 LTe, STARS;0, HAD; x, DBS.
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Fig. 3. Time series of the easter<yl> and northerl3<V> mean wind speed components and SNR on 24 April 2002-85.1 km. e, STARS;
o, HAD; %, DBS.

(V) aroundz,~8 km, which indicates a change in the jet di-  Typical time series of the mean horizontal winds and SNR
rection from pure east to the north-east at these heights. T the low-speed part of the jet are shown in Figs. 3 and
evaluate the potential applicability of STARS to measuring4. Experimental error bars are shown for the STARS esti-
mean winds with the MUR, only results a}=5—11km are ~ mates ofU) and(V) in Figs. 3, 4, and errors for turbulence
considered below. characteristics are shown in Figs. 8, 9. The errors were esti-
mated in the following way. As shown in Sect. 2.1, any two
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Fig. 4. The same as in Fig. 3 a=7.5km.

non-parallel baselines provide a unique estimatélfc)rand the samples was interpreted as the sampling error. The mean
(V) with Eq. (10). Therefore, any three non-parallel base-y and the RMSu,, values were estimated over 21 samples
lines provide three estimates () and(V) (three pairs in ~ for all STARS-measured characteristigs=(U), (V), (u?),

a triangle). Four actual signals from four MUR receivers in etc. The meang are presented in all figures as the STARS-
Fig. 1 allow one to employ two fully independent triangles: measured values, ano+ ., are presented in the time series
baselines (1,2), (2,3), (1,3); and (1,4), (2,4), (3,4). The tri-plots as the STARS-measured values with the measurement
angles provide 6 estimates fa/) and (V) for each 78.6-  errors.

s interval. One can also simulate the combined receiving One can see a reasonable agreement in the mean winds
antennas by combining the actual signals. For example, @neasured by STARS and HAD, as well as measured by SA
signal E(xq,1,1)+E(x4,2, 1) is that from the 12-group re- and DBS techniques. The HAD scatter is larger than that
ceiving antenna (Receivers 1 and 2 in Fig. 1) with a cen-of STARS, although it is expected. As explained above,
ter (x4,1+x4,2)/2. One can further simulate combined re- the STARS results for each 78.6-s interval are averages over
ceivers by using different sums of three actual signals. SF i1 estimates for the interval. The current HAD analysis was
defined by Eq. (2) for the instantaneous signal power whichcarried out for only one triangle, the baselines (1,2), (2,3),
is a nonlinear combination?+Q? of the I and Q compo- (1,3, therefore, only three estimates for) and (V) were
nents, Eq. (3). Therefore, the combined signals contain difobtained with Eq. (21). Multiple estimates from actual and
ferent information from that in the actual signals. Although combined receiving antennas can also be used with the HAD
one can obtain a very large number of estimates this waytechnique for decreasing the scatter; e.g. Zhang et al. (2003).
only a small fraction of them are independent. We were able One should note that the STARS measurement errors are
to define seven independent triangles from both actual anghe RMS rather than the peak values; the latter are about
combined signals for a configuration in Fig. 1 which pro- 3 times larger. Therefore, the existence of some of the HAD
duced 21 estimates f¢t/) and(V) for each 78.6-s interval. and DBS results outside the STARS error bars do not neces-
Theoretically, all the estimates should be identical, althoughsarily reflect significant disagreement with STARS. Further-
it is never the case in practical measurements due to a locahore, differences between individual estimates(t«b)f and
violation of some assumptions, noise, outliers in the receiveqhv> by different techniques of up to 10 m/s seem quite nat-

signals, and many other reasons. Multiple estimates for eacfiral and do not appear overly large for the relatively short
STARS-measured characteristic for each 78.6-s interval Wergveraging time in the present experiment_

considered as random samples of the characteristic which be- one can also see that both the scatter in the HAD re-
long to the same statistical ensemble, and the scatter betweejy|ts, and the STARS measurement errors are much larger
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Fig. 5. Comparison of the mean horizontal wind speed components produced by STARS and DBS techniques at height from 5km to 11 km
above the MUR on 24 April 2002 at 19:30:00—22:00:00 LT. (1) SMRIB: the results are shown by asterisks and solid Ii(ﬁ%: s=1.06,

e=2.88 m/s.(V): s=1.02,e=1.82m/s. (2) SNR<3dB: the results are shown by circles and dashed Ii<1€5>: 5=0.94,¢=6.00 m/s.(V):
5=0.82,e=2.29 m/s.
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Fig. 6. The same as in Fig. 5 for HAD and DBS techniques. (1) SISRB: (U>: 5=1.08,¢=2.96 m/s.<V>: 5=0.68,¢=2.66 m/s. (2) SNR
<3 dB:<U>: §=0.96,¢=4.24 m/s.(v): $§=0.38,¢=3.76 m/s.

at z,=7.5km than those at 5.1 km, although the agreementwinds were considered as independent and dependent vari-

of SA techniques with DBS still remains qualitatively rea- ables, respectively. It is consistent with the initial choice

sonable. The degrading quality of the SA and DBS estimate®f DBS technique as the “independent truth” for testing SA

with decreasing SNR is natural. One can further note thatechniques.

SA estimates are scattered around the DBS results, that is the One can see in Figs. 5 and 6 that the easterly mean winds

former values may be either smaller or larger than the Iatter.(U) produced by the SA techniques are in fair agreement with
A point-to-point comparison of the mean wind speed com-those produced by the DBS technique. Moreover, the SA

ponents(U) and(V) produced by SA techniques with those techniques agree fairly well between themselves: both the

produced by DBS is presented in Figs. 5 and 6; all resultsSTARS and HAD slopes and the RMS errors fg} at SNR

at z,=5—-11km are shown in these figures. The results >3 dB are very close to each other, thats1.02 and 1.08,

are separated into two subsets: those for the DBS-estimateande=1.82 m/s and 2.96 m/s for STARS and HAD, respec-

SNR>3dB, and otherwise. The best linear fit (with no offset) tively. One could note that the number of data points for

was calculated separately for each subset and shown by solidAD is smaller than that for STARS, which is due to the

and dashed lines, respectively. The fit is characterized by th&lAD data rejection. It is also seen in these figures that the

slopes and the RMS difference between the SA and DBS agreement between SA and DBS techniques degrades dra-

results; the values aof ande are presented in the figure cap- matically when SNR decreases.

tions. In calculating the best fit, the DBS and SA-measured
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Figure 5 shows that the STARS-produced northerly mean This is not the case for SA techniques which have a differ-
winds(V) are in fair agreement with those by the DBS tech- ent physical basis; see Sect. 4. Although the spectral width
nigue, while agreement between HAD and DBS estimatescould be related to the standard deviation of the vertical tur-
of (V) in Fig. 6 is quite poor. The result is expected becausebulent velocitys,, in Eq. (20), the relation is not unique and
typical values 0(V) in the present experiment are very small. should not be interpreted as the equivalence between the two
For small along-baseline winds, the peak of the cross CF izvalues. Indeed, CF of received signals (14) is the integral
shifted considerably away from zero-lag, and thus the inter-over the illuminated volume of the product of the spectral
cept of auto and cross CF, on which wind estimates dependsampling function and the variance spectrum of the refrac-
occurs at a low CF magnitude. The auto and cross CF widthsive index irregularities; e.g. DLH (pp. 163-164). The lat-
are strongly reduced by turbulent fluctuations, further reduc-ter strongly depends on measurement conditions and is never
ing the CF magnitude at the intercept lag. These factors lea#tnown in practice. A formal relation between the spectral
to degrading accuracy of small along-baseline wind compo-width and the width of CF can be obtained only by assum-

nent estimates with HAD. ing a specific functional form and parameters of the spectral
sampling function and the variance spectrum of the irregular-
3.3 Turbulence measurements ities (e.g. DLH, Sects. 3, 4), and it could be considered only

qualitatively rather than quantitatively.

To estimate the beam-broadening effect on the SA-
produced values ofw?), one can consider the coefficient
dauro 1N EQ. (5). Following PPa, Eq. (12) for the coefficient
contains only significant terms while a complete expression
can be presented as follows:

Characteristics of turbulence were retrieved from the MUR
signals in the SA mode with STARS and HAD techniques
at the averaging timé&,,=78.6 s while the spectrum width
was estimated in the DBS mode Et,=58.4s. The HAD
estimates fofw?) were obtained with Egs. (15), (16), (19),
and (20), and the STARS estimates for), (u?), (v2), and  d,,0(xax)
(uv) were obtained with Egs. (4), (5), (12), and (13). Below 3072512 [( 2) 02
w Z

2 2
op=,/(¢?), p=u, v, or w denote the standard deviation of =~ ~ ;2 + o2 (<“2> + <U2> +{U)" +(v) )} . (33)

the turbulent velocity components. _ . .
. .. where6=c/R=y /D is the angular width of the transmit-
The STARS-mea_sured variances of turbglent veIomtyted beam. This equation was derived using only Assump-
components were re_Jected sz)fo’ and the h(_)rl_zontal MO~ tions 1S-4S and the first part of 5S in Sect. 2.1; no assump-
mentum flux was rezjected qu””>|>(‘7“0”)' Similarly, the ¢ apout specific features of a scattering medium were ap-
negative values dfiv?) were rejected for the DBS and HAD plied. Equation (33) shows that the width of auto SF is af-

techniques. It is well-known that the Doppler spectral width tecteq by variances of the horizontal turbulent velocities with
for the MUR is heavily affected by the beam broadening, 5 relative weight 0f2/a2, with respect to that of the verti-

such that at horizontal wind speeds of greater than approxzg) velocity. For UHF and VHF SA radars? varies typ-
imately 40 m/s, it is often no longer possible to extract theically from approximately 1.15 to 1.5, and the beam width
spectral width due to turbulence (e.g. Hocking, 1987; Fukao(_3 dB points) varies from approximately 3.5 9. Note
etal., 1994; Furumoto and Tsuda, 2001). We tried to imple-that ¢ in Eq. (38), as well aw,, o, ando, in Sect. 2,
ment the beam-broadening corrections but it led to numery.e 2 36 times smaller than those estimated througlB
ous negative values <)i02> For this reason, the uncorrected points; see DLH (p. 160). For the MU radér-0.0266 radi-
spectral width is presented below. ans, andx2=1.28 for the receiver configuration in Fig. 1,
Typical vertical profiles of turbulence characteristics are hence #2/«?~0.00055. Therefore, the beam-broadening
presented in Fig. 7. One can see that the STARS and HALffect on the STARS-produced variange?) is negligibly
estimates foe, are in a fair agreement at<11km while  small. As shown in Sect. 2.3, Eq. (12) for measur@mj)
the agreement is poorer at low SNR. As expected, the DBSyjjth STARS is similar to Eq. (20) for the HAD method, and
produced values af,, are much larger than those produced 3 similarity between HAD and FCA is shown by Holloway et
by SA techniques due to the beam broadening. al. (1997a). Therefore, the above conclusion about the neg-
The beam broadening strongly affects the Doppler specligibly small effect of the beam broadening on the values of
tral width due to the underlying physical basis, the Doppler(wz) produced by STARS with UHF and VHF SA radars is
effect (e.g. Hocking, 1983a, 1987). The Doppler spectrumvalid for the HAD and FCA techniques as well.
is a histogram of projections of the speed of individual scat- However, the above conclusion is rigorously valid only
terers on their lines of sight. For a broad transmitted beamwhen assumptions 1S-5S for STARS and 1H-8H for HAD
the lines of sight inside the beam are non-parallel to eachare satisfied. When the beam width increases, the validity
other. The mean scatterers’ motions, both along the beamf assumptions about statistical homogeneity becomes rather
centerline, and normal to the centerline increase the spectrajuestionable, especially in the presence of intensive gravity
width independent of turbulent motions. Therefore, the beamwaves. Therefore, the beam broadening could affect the SA-
broadening affects the spectral width directly and heavily; itmeasured values qﬁfuz) indirectly through violation of the
is an intrinsic feature of the Doppler effect. underlying assumptions. The effect should not be noticable
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Fig. 7. The vertical profiles of turbulence characteristics above the MUR on 24 April 2002 at 21:51:263TARS;0, HAD; %, DBS.

for the MUR with a narrow transmitted beam (see Fig. 7 andSNR >3 dB, and otherwise. The best linear fit (with no off-

Fig. 8 below) while it may be very significant for medium set) was calculated separately for each subset and shown by

frequency radars with a very broad beam. solid and dashed lines. The fit is characterized by the slope
The STARS results show strong anisotropy of turbulenceand the RMS difference between the STARS and HAD re-

at all studied heights. A typical value of, is approximately  sults; the values of ande are presented in the figure caption.

0.25m/s atz,<10km while o, and o, are approximately In calculating the best fit, the HAD and STARS-measured

1.5m/s and 3.5 m/s, respectively. At=12 km, the respec- Vvalues ofo,, were considered as independent and dependent

tive values are approximately 0.75 m/s, 3 m/s, and 6 m/s. Th&/ariables, respectively. Itis consistent with the initial choice

non-dimensional momentum fluxv)/(o,0,) reaches ap- of HAD as the traditional SA technique while STARS is a

proximately—0.3 which is quite a large value. new technique whose potential is considered in the paper.
Typical time series of turbulence characteristics atOne can see a fair agreementbetween the two SA techniques,

zo<11km are presented in Figs. 8 and 9. Again, the Specalthough the STARS results fet, are systematically smaller

tral width is much |arger than the SA_produceg; F|g 8. than the HAD results by apprOXimately 20%; the difference

The agreement between STARS and HAD in measurjnig IS discussed in Sect. 4.

fair, and anisotropy of the STARS-measured standard devia-

tions of turbulent velocities is very strong at all gates; Figs. 8

and 9. The measurement error in the STARS estimates fo4 Discussion

turbulence characteristics increases with height due to de-

creasing SNR. Using the MUR data collected in the SA and DBS modes,
A point-to-point comparison of the STARS and HAD- a reasonable agreement between the UCAR-STARS, HAD,

produced standard deviation of the vertical turbulent veloc-and DBS-measured mean horizontal winds was found at suf-

ity oy atz,=5—11km is presented in Fig. 10. The results ficiently high SNR. Fair agreement between STARS and

are separated into two subsets: those for the HAD-estimatetHAD in measuring the mean winds and variance of the
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Fig. 8. Time series of turbulence characteristics on 24 April 2002, &t5.4 km. e, STARS;0, HAD; x, DBS.

vertical turbulent velocity seems to be expected because th&atarskii (1971, p. 16): “The structure function is a funda-

considered SA techniques are related to each other; Sect. 2.8ental characteristic of a random process with stationary in-
However, the relations between the second order CF and SErements, and replaces the ideal of a correlation function.”
do not indicate the equivalence between STARS and HADThe word “ideal” refers to a globally stationary process that
(or any other) CF-based SA technique. Below we show thatalmost never exists in reality, especially in the atmosphere.
the CF and SF-based SA techniques are conceptually differThe basic STARS Assumption 1S in Sect. 2.1 about a local
ent, in spite of being formally related to each other for a par-stationarity is much less restrictive than the basic HAD As-

ticular case of the second-order functions. sumption 1H in Sect. 2.2 about a global stationarity.

CF can be applied only to the globally statistically station- Another remarkable theoretical feature of SF is the pres-
ary random processes. Real physical processes are almostce of a small parameter—~0. The small parameter al-
never globally stationary while practically any process canways significantly simplifies a physical task by both leading
be safely considered as being the locally statistically stationto the asymptotically exact solutions, and requiring a smaller
ary (e.g. Tatarskii, 1971, chap. 1A; Monin and Yaglom, 1975, number of less restrictive assumptions (e.g. Migdal, 1977).
Sect. 13). Another term with the same meaning is a randonindeed, the STARS Assumptions 2S and 3S in Sect. 2.1 are
process with statistically stationary increments. To quotethe same as the HAD Assumptions 2H and 3H in Sect. 2.2.
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Fig. 9. The same as in Fig. 8 a;=10.35 km.

However, STARS requires only two additional Assumptions validity of Egs. (15) and (16) over a wide rangewfvould

4S and 5S for deriving operational equations for turbulencebe more an exception than a rule in practical measurements.
characteristicgw?), (u?), (v?), and(uv). At the same time,
HAD requires five much restrictive additional Assumptions
4H-8H for estimating the only turbulence characteriti€).

SF characterizes fluctuations at small scalesr ... The
small-scale fluctuations of random processes are typically
quite universal (e.g. Tatarskii, 1971, chap. 1A), and the de-

CF characterizes fluctuations of a random process at alcompositions (4) and (5) for cross and auto SF are valid al-
scales but mainly at the large ones of the order of the promost always in practical measurements. On the other hand,
cess’s integral time scal,,.. Fluctuations at large scales are CF is a more general characteristic of a random process than
heavily affected by external conditions, and the functional SF because it describes all scales. Indeed, Egs. (29)—(32) ex-
form of CF can never be universal (e.g. Townsend, 1956 press coefficientsy, d1, d2, andd,,;, in Egs. (4) and (5) for
Sects. 1.8, 1.9). In particular, the Gaussian functions (15) andross and auto SF using Egs. (15)—(20) for cross and auto CF.
(16) in the HAD technique are merely good approximations The reverse operation, expressing coefficiepte1, c2, and
near the peak values of the auto and cross CF; the rigorous,,;, in Egs. (15) and (16) for CF using equations for SF is
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above the MUR on 24 April 2002 at 19:30:00-22:00:00 LT. (1) SI8RIB: the results are shown by asterisks and solid lines0.79,
e=0.06 m/s. (2) SNR:3dB: the results are shown by circles and dashed linne6.76,e=0.09 m/s.

impossible because the latter are valid only at0. in the physical concept beneath the techniques. The cross
Only the second order SF are considered in this paper. ACF (14) describes the similarity between signals from two
shown in PPa, SF of any ordgr-2 can be derived for a pair receiversE (x, x, t) and E(x, x+Axk, t+7) at all tempo-
of received signals and applied to practical measurementsal separations-oo<r<oo. For example, the maximum
while CF at onlyp=2 are used in SA techniques. It is im- value|C(Axk, Tp)lmax defines the lag, for which the sig-
portant that equations for SF at-2, for example, those for  nal E (x4 k+Axmi, t+7,) is the mostly similar to the signal
estimating the higher-order turbulence characteris{m:%}, E(x4, ). A specific technique for relating CF for received
(u3), (v3>, <w4), <u4>, <v4>, and so on, can be derived using the signals (that is, CF of the diffraction pattern on the ground) to
same Assumptions 1S-5S agat2; see PPa and PPb. characteristics of a scattering medium could be very simple
Therefore, SF is a more powerful theoretical tool than as in the plane drift method for the “frozen” field of scatterers
CF. Again, quoting Tatarskii (1971, p. 17): “For stationary (€-9- Briggs et al., 1950, Hocking, 1983b, Briggs, 1984), or
random processes the structure functidp(z) can be used rathersophisticat.ed, asinthe FCA'and HAD techniques. The
on an equal footing with the correlation function; in some latter could take into account spatial/temporal decorrelation
respects it is even more expedient. Indeed, when we apdue to turbulence, anisotropy of scatterers, and many other
proach a random process whose stationarity is not eviderfmportant aspects of a scattering medium, as well as specific
beforehand, a better policy is to construct its structure funcradar parameters (e.g. Briggs, 1984; Hocking, 1989; Hock-
tion, and not the correlation function. In practice, the con-ing etal., 1989; Briggs and Vincent, 1992; DLH; Holloway
struction of structure function is always more reliable, since®t al., 1997a). However, the physical concept underneath all
Dy (7) is not affected by errors in the meéﬁ(ﬂ)-” Here CF-bfased techmque_s is unlqu_ely dgflned by the C_ZF as a math-
f(r) is a random process of an arbitrary physical nature, ancgematical tool: revealing the similarity between signals at alll
Df(f)z([f(,)_f(, + t)]2>_ scales. The concept is the following: tracking the diffraction
However, the major difference between CF and SF-basedattern and its changes, and, therefore, tracking a scattering
SAtechniques is not in the above theoretical details but rathef€dium and its changes in the illuminated volume.
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The cross SF (2) describes the difference betweerthat they track a motion of the diffraction pattern as a whole.
the signals S(xq . 1) and S(xqi+Axuk. t+7).  The On the contrary, the SF requires as small separations as
incrementS(xqk, 1)—S(xa,k+Axmi, t+7) is a filter that  possible to approximate the derivatives. Indeed, the smaller
extracts fluctuations with spatial and temporal scales|z| and|Ax,.| are, the better one can estimate the deriva-
|Axuk| and 7, respectively. At t—0, the incre- tives dS(x,,1)/dt anddS(x,x,1)/d|x4x|, and the more
ment [S(xqk, 1)—S(xqk, t+7)]/T tends to the tempo- accurate are the SF-based measurements; see PPa for details.
ral derivative 9S(x,x,1)/3t.  Similarly, the increment For this reason, only a few separations, typically not more
[SCak, )=S(Xax+AXmk, 1)]/|AX k| at|Axpi|—>0tends  thanr==8r, +25¢, and+36t, are used in STARS. The com-
to the spatial derivativedS(x, «,1)/d|x, | Of the signal  bined signals are employed in STARS not only for obtaining
S(xq.k, 1), with the receiver centex, , being moved in the more estimates for each measured characteristic but mainly
direction Ax,,.; see PPa for details. Therefore, a SF-basedfor decreasing a spatial separation between the receiver cen-
technique is intrinsically differential while a derivative char- ters. Therefore, CF and SF-based techniques use the differ-
acterizes the rate of change in the function. Independent oént parts of the functions in practical measurements: those at
specific technique for relating SF for received signals to char{arge and small separations, respectively.
acteristics of a scattering medium, the physical concept un-  ytilizing different physical features of the diffraction pat-
derneath SF-based techniques is uniquely defined by the Sfarn, and using different ranges of temporal separations, CF
as a mathematical tool: revealing the difference between sigynd SE-based techniques are differently affected by noise.
nals at small scalg@\x,,| andr—0. The conceptis the fol-  Theoretically, CF are unaffected by white noise (except for
lowing: evaluating the rates of spatial and temporal changeshe auto CF at zero lag) while they are strongly affected by
in the diffraction pattern, and, therefore, evaluating the ratesany noise with a finite temporal scale, especially with a large
of spatial and temporal changes in a scattering medium in thgne, such as ground clutter. As any differential value, both
illuminated volume. auto and cross SF are strongly affected by any noise with

The above considerations show that CF and SF-based tech: gmg]| temporal scale, at all lags, in particular by a white
niques utilize conceptually different physical features of thengise. On the other hand, SF is not sensitive to noise with
diffraction pattern and a scattering medium. Some practi-3 |arge temporal scale such as ground clutter, or hard tar-
cal consequences from the conceptual difference between th@ts (PPa, Sect. 4; Praskovskaya et al., 2003). This feature
techniques are discussed below. can be easily understood from the definition of SF, Eq. (2).

To increase the sensitivity of the measurements with CFA statistical difference between two signals at separation
one should apply a CF-based technique at the range ofannot “sense” a process with a temporal sclg ||
separationgAx x| and z close to the maximum gradient pecause such a process is merely filtered by the increment.
of the functions. For the Gaussian CF (15) and (16), then practice, noise with a small temporal scale affects SF-
maximum gradient is at such spatial and temporal separapased techniques much stronger than the CF-based ones. In-
tions where cross and auto CF are around 0.5. To ensurgeeq, fitting CF to Eqgs. (15) and (16) over many separations
high measurement accuracy, “it is undesirable to work withy . <7<z one merely “smoothes” CF with a temporal
very high values of correlation” (Briggs, 1984, p. 174), there- scale T, =1,,4, —tmin, and filters the processes with smaller
fore, the receiver separatinx | should not be too small.  than7, scales. On the contrary, SF is fitted onlyaiy/s: <3,
Another reason for applying sufficiently larg@x | with  and all processes with the scales below at least 4@ongly
a CF-based SA technique is referred to as the triangle efaffect the results.
fect (e.g. Meek, 1980b; Holdsworth and Reid, 1997). Typi-  ag noted in Sect. 2.1, the coefficientdy(Ax,i),
cal separation between the antenna centers for applying CFz (A x ) do(Ax,ui), anddyure (x4 1) in the cross and auto
based SA techniques is usually chosen in such away asto eRsg (4) and (5) can be obtained from Egs. (14)—(20) for
Sure|C (Ax . 0)[~0.2-0.7 (e.9. Awe, 1964; Vincent, 1984; he cross and auto CF at>0. However, Egs. (11) and

Hocking et al., 1989; Meek and Manson, 2001). The rang€31) for the coefficienti2(Ax,) and its CF-based estimate
of temporal separations for fitting Egs. (15) and (16) to ex- ;

) ° ! - >(Ax ) differ by the term with{u2 ). This term describes
perimental data is typically chosen in such a way as to COVefne yariation of the turbulent velocity along the baseline

CF from approximately 0.05, and higher. Tens, or even hun-, . and plays a very important role in the STARS method.
dreds of data points including rather large values p&re 1 |eads to the operational Eq. (13) for estimating the variation
employed into the fitting. of the horizontal turbulent velocities and the flux). Simi-

There are two CF-based techniques which apply only CroS$4, terms atp>2 would lead to equations for estimatifuj‘)
CF atr— 0 for measuring the mean horizontal winds (but no v4), (u2v2), and s on. One can see from Eqs (11)_(13’) that

turbulence): a slope at zero lag by Lataitis et al. (1995), an . - X i
) P 9oy ( ) measuring characteristics of the horizontal turbulent veloci-

the cross-correlation ratio by Zhang et al. (2003). The lat-,. . . )
ter is a straightforward modification of the HAD technique t'is V:'th ST'ZARS IS poss'F)letEecgl@At.xmk)fcé“””(fl“’k?'
for decreasing the measurement error by excluding auto CII € erm(”mk> appears in the er2/a lon of Eq. (11) from

2 .
from the wind measurements. Although the techniques couldEd- (7) as(UZ,, ())=(Uim)” + (u?,,). From a physi-
decrease the measurement uncertainties at some conditiorsal point of view, the term{UZ, (1)) reflects a rather ob-
they are still identical conceptually to other CF-techniques invious fact: the rates of spatial and temporal changes in the
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diffraction pattern along\x,,; are proportional to the square with those measured by the co-located sonic anemometer is
of the instantaneous velocity component along the baselinereported in PPb. However, Eq. (6) seems to be inadequate for
This can be easily obtained from simple dimensional con-describing a laminar flow with intensive gravity waves above
siderations, and it is proven rigorously in PPa for any scalathe MUR. The waves in the horizontal direction with a pe-
random field. riod of approximately 1-1.5 h are clearly seenin all presented

At the same time, the HAD coefficients (Ax,;) and time series; Figs. 3, 4, 8, and 9. The wave propagation in the
Cauro(xa.x) in the cross and auto CF are identical; Egs. (19) vertical dir.ection with a scale_ of a_pprgximately 2km can be
and (20). It is noteworthy that Eq. (19) is the major Opera_observed in the vertical profiles in Figs. 2 and 7, although
tional equation in the FCA technique (Briggs, 1984, p. 176).hot so clear. One could speculate that the STARS-produced
One can see thab(Ax,,;) does not Comaiwrznk) which is large values for the horizontal turbulent veIOCIt(a§) and
quite natural from a physical point of view. Indeed, cross (v?) in Figs. 7-9 are caused by the wave motion rather than
CF |C(Ax, T)| reveals a statistical similarity between the small-scale turbulence. The same could be the case for the
signals E(x, s, 1) and E(xq x+Axi, 1+1); it tracks the ~ HAD and STARS-produced variation of the vertical turbu-
diffraction pattern in its motion froma x to x4 x+Ax,.  lent velocity(w?). This speculation is consistent with sys-

It is quite obvious that fluctuations,, () along the base- tematically smaller values of the STARS-produegdthan

line Ax,,x cannot affect the statistical similarity between the those produced by HAD; Fig. 10. Indeed, the waves have a
signals but only make (x, x+Ax,.x, 1-+17) more “blurring”, large scale; only a small part of the wave-induced fluctua-
that is only the mean Spg@@}ﬂ,{) can be detected while track- tions affects the rate of changes in the diffraction pattern and
ing motion of the pattern as a whole. For a formal explana-is registered by SF.

tion of the above statement, one should note that the term The CF registers all scales in the illuminated volume, that
with <Umk>2 + (u?,) in Eq. (11) forda(Axu) is simulated is the larger part of the wave-induced fluctuations, and the
by the terme2(Ax,) in Eq. (31). The latter contains only CF-produced, is larger than that produced by SF. Mea-
(Umk), Eq. (18). One can easily obtain from simple dimen- surements of turbul_ence at hlgh altltu_des can become more
sional considerations that(Ax,,;) <Umk> + (umk) al- adequate an_d _phy3|cally me_zamngful !f one replaces Eq. _(6)
though the last term is zero by definition. This is the placePY More explicit decomposition of the instantaneous velocity
where the horizontal turbulent velocity formally disappears INt@ the mean background velocity, the gravity wave pertur-

from the coefficient(Ax,) in Eq. (15) for cross CF. bation velocity, and the turbulent velocity (e.g. Holdsworth

. d Reid, 1995, p. 1266).
Therefore, the conceptual difference between CF andan ©! P )

SF-based approaches to analyzing received signals for.SA It is not, however, clear whether one could be able to

the rates of chanaes in the pattern. respectively. leads to Sigresolve unambiguously characteristics of the wave-induced
9 P » esp Y %nd small-scale turbulent fluctuations with CF, and/or SF-

nifica_nt practical differences. One can potentiallly estimatebased approaches. Therefore, turbulence measurements at
the different order moments of all turbulent velocity compo- high altitudes should be taken with great caution, and their

nents separately with the SF-based SA techniques while OnlYnterpretation should incorporate as much knowledge about

2 . . _ .
(w?) can be estimated with the CF-based techniques. Otheg specific scattering medium as possible. The STARS-

characteristics, such as the turbulent kinetic energy, eddy dls'roduced variation@z), (v2>’ and the qu>«(uv) are presented

f"pﬁt'gn rate, lanbd S0 on,_cal;nhb(-; etstlmatfhd \(/jwth CF—basg@nly for illustrating the UCAR-STARS potential towards
echniques only by assuming the 1Sotropy, the dynamic equl'comprehensive turbulence measurements with SA profiling
librium, or a specific functional form of the turbulence spec- radars
trum, and/or with other restrictive assumptions (e.g. Briggs, '

1980; Hocking, 1983a, 1989; Hocking et al., 1989; DLH).

Let us consider the results for turbulence variations froms  Summary
the SF and CF methods in light of the above discussion. One
could naotice in Figs. 7-9 rather large vaIues(uﬁ) and(vz) SA methods for analyzing complex time series of signals
while the flow above the MUR af,=5-11 km is practically ~ from multiple receivers have become commonly used tech-
laminar in most cases (e.g. Luce et al., 1999, 2000; Tsuda atiques to measure parameters of the atmosphere from the
al., 1986, 1997). Following PPa and PPb, the instantaneoumwer troposphere up into the ionosphere. Using either a
velocities of each scatterer are described in this paper byeuristic approach in the time or frequency domain, or al-
Eq. (6) as the classic Reynolds decomposition into the mearternatively, a more rigorous approach assuming a model
and turbulent components. Decomposition (6) interprets anyf the atmospheric scatterer medium, algorithms making
fluctuations with respect to the mean as being turbulent in-use of correlation functions (FCA) or spectra (FSA) have
dependent of their real physical nature. The same decompdeen developed to estimate mean horizontal winds and ver-
sition is used in the CF-based techniques (e.g. Briggs, 1980jcal turbulent velocity, as well as, for the latter approach
DLH). Equation (6) is physically adequate in a rather turbu- (HAD method), spatial scales of refractive index irregular-
lent atmospheric boundary layer. A reasonable agreement dfies. A further signal analysis approach (UCAR-STARS),
the STARS-measured variandes’), (u?), (v?), and flux(uv) ~ using structure functions as a basis from which to derive
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parameters of winds and turbulence, has recently been ddarger than for SF methods, which might lead to the prefer-
veloped. This method need assume only local stationarityential use of one or the other method for a given observed
whereas methods using CF or spectra require an assumptidtiffraction pattern. Due to this difference, the SF-based
of global stationarity. This feature makes the application of methods are much more strongly affected by noise with small
the SF method more amenable to physical problems in theemporal scale than the CF-based techniques, while noise
atmosphere. In this paper the SF-based method of data analith a large scale, such as ground clutter, affects CF much
ysis is compared to the HAD method which is deemed themore strongly than SF.
most rigorous CF-based analysis technique. Comparison of The use of diffraction pattern similarity in CF methods
parameter estimates by the two methods is shown for dateompared to that of the rate of temporal and spatial change
obtained from the MU radar. by SF methods means that only variance of vertical turbulent
Previous authors have derived the relationship betweewelocity(wz) can be measured with CF-based techniques, un-
radar received complex signals at three or more antennas aridss rather restrictive additional assumptions are employed.
atmospheric scatter using a volume scattering model, fron8F-based techniques potentially allow for measuring mo-
which horizontal winds and characteristics of turbulence arements of the order ofp>2 of all turbulent velocity com-
obtained for the HAD and the STARS methods. In our nota-ponents separately, such {as®), (u3), (v3), (w?), (u?), (v4),
tion, a scatterer was defined as a property of the atmospher(g2v2), and others.
to which the radar is sensitive, namely refractive index fluc- Therefore, CF and SF-based SA techniques do not com-
tuations characterized by instantaneous locations, velocitiepete but rather complement each other. The UCAR-STARS
and reflectivities. For the STARS method using only second-method could become a useful alternative to the traditional
order structure functions, which correspond to the secondCF and spectra-based data analysis techniques for SA radars,

order correlation functions of the HAD method, a relation- aithough extensive study of the technique is still needed.
ship between operational equations for the two methods is
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