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Abstract. High-precision analysis of th&’O /10 isotope  Johnsen et 311995 Jouzel et a].2007). Isotopic abundances
ratio in water and water vapor is of interest in hydrological, are reported as deviations of a sample’s isotopic ratio relative
paleoclimate, and atmospheric science applications. Of speo that of a reference water, and expressed insthetation
cific interest is the parametéfO excess 4170), a measure as

of the deviation from a linear relationship betweé® /160 4

and180 /160 ratios. Conventional analyses af’O of wa- s — 'Rsample 1 )

ter are obtained by fluorination of @ to O, that is ana- ! Rreference

lyzed by dual-inlet isotope ratio mass spectrometry (IRMS).

\yVe des)::ribe a new Iasgr spectroscopypinstrumenﬁ f‘or hig)hWhere 2R =n(*H)/n(*H), BR =n(®0)/n(*®0), 'R =
precision A17O measurements. The new instrument uses(*'0)/n(*°0), andn refers to isotope abundance.

cavity ring-down spectroscopy (CRDS) with laser-current- One important innovation was the developmentvbgrli-
tuned cavity resonance to achieve reduced measurement drifeit and Jouzel1979 of a theoretical understanding of “deu-
compared with previous-generation instruments. Liquid wa-t€rium excess”.

ter and water-vapor samples can be analyzed with a bet- 18
ter than 8 per meg precision fak1’O using integration d=38D~-8(570), @)
times of less than 30 min. Calibration with respect to ac- heresD is equivalent té?H. The deuterium excess is com-

cepted water standards demonstrates that both the preCiSiaIm'\!]onl used as a measure of kinetic fractionation processes
and the accuracy o&7O are competitive with conventional y P :

taneous analysis of'80, §170 andsD with precision of P

<0.03%, < 0.02 and< 0.2%, respectively, based on re- N€ gcﬁa:: surfac;e allrle;%sgfgn;twrllcT ?85{ t)/r_empltatltonl is de-
peated calibrated measurements. rived (Johnsen et g et et al, imeux et al,

2001, Masson-Delmotte et al2009.

The 8180 andsD isotopic values can be experimentally
determined via a number of isotope ratio mass spectrome-
1 Introduction try (IRMS) techniques. Fat'80, equilibration with CQ has

been the standard method for many deca@etifi and Urey
Measurements of the stable isotope ratios of water are ubigi938 McKinney et al, 1950 Epstein 1953. For sD, re-
uitous in studies of earth’s hydrological cycle and in paleocli- duction of water to H over hot U Bigeleisen et a).1952
matic applicationsl@ansgaardl 964 Dansgaard et 311982 Vaughn et al.1998 or Cr (Gehre et al.1996 has typically
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been used. Simultaneous determinatiod’$D andsD was The potential ofA1’O in hydrological research is signif-
made possible via the development of continuous-flow massicant because it provides independent information that may
spectrometric techniques utilizing conversion of water to CObe used to disentangle the competing effects of fractionation

and H in a pyrolysis furnaceRegley and Scrimgeout 997,
Gehre et al.2004).

during evaporation, in transport, and in the formation and
deposition of precipitationLandais et al.2008 Risi et al,

A recent innovation is the measurement of the difference201Q Schoenemann et aR014). It also has applications in

betweerns80 ands1’0 at sufficiently high precision to de-
termine very small deviations from equilibrium. In general,
the nuclei mass differences ¢f1n° and+21° (n° denotes a
neutron) imply that the fractionation factor f&+'O between
two different phases will be approximately the square root of
the fractionation factor fo8180 (Urey, 1947 Craig 1957
Mook, 2000:

>A

g

wherei = 0.5010-05305 Kaiser, 2008 and the subscripts
“a” and “b” refer to different phases or samples. For isotopic
equilibrium, the value of. will approachd, given theoreti-
cally by the ratio of the partition functiongX), which in the

18Ra
18Rb

17 Ra
17Rb

3)

atmospheric dynamics because of the importance of super-
saturation conditions that, during the formation of cloud ice
crystals, impart a distinctive isotope signature to water vapor
(e.g.,Blossey et a].201Q Schoenemann et ak014.

Compared to the routine nature €0 andsD analysis,
isotopic ratio measurements bfO, the second heavy iso-
tope of oxygen in terms of natural abundance, are challeng-
ing. The greater abundancetC than'’O makes the mea-
surement 08170 in CO, equilibrated with water by IRMS
at m/z =45 impractical. As a result, the precise measure-
ment of A1’O requires conversion of water to@ather than
equilibration with CQ or reduction to COMeijer and Li
(1998 developed an electrolysis method using CyS@ore
recently,Baker et al.(2002 used a fluorination method to
convert water to @ which was analyzed by continuous-flow

limit of high temperature approaches a constant value givenrMs; this approach was updated Bgrkan and Luz2005

as follows Matsuhisa et a]1978:

- IN(Q17/Q016)  mys —

= = (@)
n(Q1s/Q16)
wherem1g is the atomic mass df0, m17is that of170, etc?

By analyzing a set of meteoric watersleijer and Li
(1998 estimated the value of to be 0.528.Barkan and
Luz (2005 used careful water equilibrium experiments to
determine an equilibrium value farof 0.529, whileBarkan
and Luz(2007) showed that is 0.518 under purely diffu-
sive conditions, in good agreement with theorpng et al,
2002. Thus, theMeijer and Li(1998 value of 0.528 for me-
teoric waters reflects the combination of equilibrium and dif-
fusive processes in the hydrological cycle.

Based on these observatiomarkan and Lu22007) de-

for dual-inlet IRMS.

The dual-inlet IRMS method can provide high-precision
and high-accuracA1’O measurements. However, the tech-
nigue is time consuming, resulting in significantly lower
sample throughput when compared to the standard and rela-
tively routine analysis 04180 andsD. The fluorination pro-
cedure requires 30 min or more per sample, while the dual-
inlet mass-spectrometric analysis requires 2—-3 h. In practice,
multiple samples must be processed because of memory ef-
fects in the cobalt-fluoride reagent and other issues that can
arise in the vacuum line (e.g., fractionation during gas trans-
fer) (Barkan and Luz2005. Moreover, while this method
provides the most precise available measurements'é®,
measurements of individua®0 values by this method are
generally less precise than those obtained with other ap-
proaches.

fined thel’O excess parameter as the deviation from the me- In recent years, laser absorption spectroscopy in the near-

teoric water line with slope of 0.528 in(f+ 1) space:

A0 =In(3*"0+1) — 0.528Ins 80 + 1). (5)
Like deuterium exces$/O excess is sensitive to kinetic frac-
tionation but, unlike deuterium excess, it is nearly insensitive
to temperature and much less sensitive thBnand §180

to equilibrium fractionation during transport and precipita-
tion. Natural variations oA'’O in precipitation are orders
of magnitude smaller than variations 80 andsD and
are t%/pically expressed in per meg (£) rather than per mil
(107°).

INote that the precise atomic masses should be used
m1g = 15.9949146223@- 0.00000000016, m17 = 16.999131 7
0.0000012, andm41g=17.9991610+ 0.0000070 Audi et al,
2003.
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infrared and mid-infrared regions has increasingly been used
for isotope analysis. An overview of experimental schemes
for different molecules and isotopologues can be found in
Kerstel (2004. In the case of water, laser absorption spec-
troscopy constitutes an excellent alternative to mass spec-
trometry. The main advantage is the ability to perform es-
sentially simultaneous measurements of the water isotopo-
logues directly on a water-vapor sample. As a result, tedious
sample preparation and conversion techniques are not nec-
essary. Commercialization of laser absorption spectrometers
has recently allowed measurements of water isotope ratios
to be performed with high precision and competitive relative
accuracy, provided that a valid calibration scheme is applied
(Brand et al. 2009 Gupta et al. 2009 Gkinis et al, 201Q
2011, Schmidt et al.201Q Aemisegger et al2012 Kurita

et al, 2012 Wassenaar et aR012.
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The measurement df0 /160 ratios should in principle where the subscript refers to an arbitrary sample. Normaliza-
not pose any additional challenges when compared to théion to SLAP is by
measurement o¥%0 /160 and D/H. Provided that the ab- assianed
sorption lines of interest are accessible by the laser SOUrCg1g ynormalized_ SlgomeasureoﬁlsogLA% )
with no additional interferences from other molecules, sample ™ sample glsogleggured
a triple isotope-ratio measurement can be performed, result-
ing in calibrated values fat*80, §170 andsD. In fact, triple Wherey%gﬁ%,”ed: _555% is the value assigned by the
isotope-ratio measurements of water have been presented jRternational Atomic Energy AgencyGpnfiantinj 1978
the past via the use of various laser sources utilizing dif-Coplen 1988. sD is normalized in the same manner, using
ferent optical and data analysis techniquEsrétel et al. 5D§ﬁ%ned= _428%..
1999 2002 2006 Van Trigt et al, 2002 Gianfrani et al,
2003 Wu et al, 2010. However, with the exception of re-
sults presented recently Steig et al.(2013 and Berman _ 0517Oassigned

.. . 17~normalized__ (17 ~measure SLAP

et al. (2013, precision has not been sufficient to be useful ~ Osampie” = 0~ Osample sT7Omeasured (8)
for applications requiring the detection of the very small nat- SLAP

ural variations inA*’O. ~ There is no IAEA (International Atomic Energy Agency)-
In this work we report on development of a new cavity defined value fo817025519"ed b it Schoenemann et 42013

: : . SLAP
ring-down laser absorption spectrometer that provides bOtk}ecommended that it be defined such that SLABO is pre-

high-precision and high-relative-accuracy measurements Oéisely zero. We follow that recommendation here; that is, we
AY0. The instrument we discuss here is a modification, firstdefine ’ ’

described byHsiao et al.(2012 and Steig et al.(2013, of .

the Picarro Inc. water isotope analyzer model L21.3@4s sl7p@ssigned_ (0.528In(~555x1073+1)) _ 1 9)
. ; S SLAP )

now commercially available as model L21#40Critical in-

novations we introduced include the use of two lasers thatyhich yields 517027_5/1%”9“: —29.6986 %0, well within the

measure absorption in two different infrared (IR) wavelengtherror of published measuremen®agkan and Luz 2005
regions, and modifications to the spectroscopic measurememysakabe and Matsuhisa008 Lin et al, 201Q Schoene-
technique. We also developed a sample introduction systerfann et al.2013 after normalization to the associa®fO

that permits the continuous introduction of a stable stream of/alues Gchoenemann et aR013.

water vapor from a small liquid water sample into the optical  Throughout this paper, reported valuess$t0, 5170, 5D
cavity. In combination with precise control of the tempera- and A’0O have been normalized as described above unless
ture and pressure in the optical cavity of the instrument, dataspecifically noted otherwise. Superscripts and subscripts are

averaging over long integration times results in precision ofomitted except where needed for clarity.
better than 8 per meg in1’O. We establish the relative accu-

racy of our results in comparison with IRMS measurements2.2 A'’O analysis with mass spectrometry
This work can also be seen as a demonstration of state-of-the- _ _
art performance for laser absorption spectroscopy isotope rdRMS measurements provide the benchmark for comparison

tio analysis for all four main isotopologues of waten{f0, ~ With results from analysis oA'’O by CRDS (cavity ring-
H,170, Hy180 and HDO). down spectroscopy). We used IRMS to establish accurate

measurements ak1/0 of five laboratory working standards
and the IAEA reference water GISP (Greenland Ice Sheet

We normalizes1’O using

2  Methods Precipitation), relative to VSMOW and SLAP. We also used
both IRMS and CRDS measurements to determinesthe
2.1 Reporting of water isotope ratios ands*0 of the same standard®:’O is calculated from the

A0 ands180 data. Table 1 reports the values, updated from

Normalization to known standards is critical in the mea- those inSchoenemann et gr013.

surement of water isotope ratios. By conventiét£O of We used the method described $thoenemann et al.
a sample is relative 6?0 /10 of VSMOW (Vienna Stan- (2013 to convert water to @ by fluorination, following
dard Mean Ocean Water) and normalizedt80O of SLAP procedures originally developed IBaker et al.(2002 and
(Standard Light Antarctic Precipitation). “MeasuretiVal- Barkan and LuZ£2009. A total of 2 uL of water are injected
ues with respect to VSMOW are determined from the dif- into a nickel column containing Cafheated to 370C, con-
ference of “raw” values calculated directly from the ratio of verting HO to O, with HF and Cok as byproducts. The

measured isotopologue abundances: O sample is collected in a stainless steel cold finger con-
taining 5A molecular sieve following\be (2008. To min-

si8gmeastred_ 818021\%@— 5180 emow 6 imize memory effects, a minimum of three injections are
sample = 8180{?;VMOW+ 1 ) (6) made prior to collecting a final sample for measurement.

www.atmos-meas-tech.net/7/2421/2014/ Atmos. Meas. Tech., 7, 242B5 2014



2424 E. J. Steig et al.1’O-excess measurements by laser spectroscopy

Table 1.VSMOW-SLAP-normalized isotopic ratios of reference waters analyzed at the University of Washingtsnl‘ab”. A17O values
are from long-term average IRMS measurements, updated$amenemann et gR013 to reflect the inclusion of additional datet8o

andéD values are from long-term average laser spectroscopy measuredid@svalues are calculated from70 ands§l80 (Eq.5).

Precision £) is the standard errot(/n). n is the sample size.

A0 (per meg) 8180 (%0) 61702 (%0) 5D (%) n
GISP’ 28+2 -2480+002 -13.1444 -18967+020 20
VW 343 -5661+002 —30.2980 —43879+0.35 10
ww 27+2 33824003 —17.9754 -26830+031 36
S 33+2 -1055+002  -55515 —7563+017 18
PW 30£2 -6.88+002  —3.6087 -—4212+018 17
KD ~08+4  0.43+001 0.2262 B3+013 5

a5170 calculated fron3180 andA170. See Schoenemann et al. (20IBELIAAW values for GISP are
8D = —18973%0 ands180 = —24.78%. (Gonfiantini et al. 1995. ¢ Provisional measurement. Long-term
average data for KD (Kona Deep) are not yet available.

The @ sample is analyzed on a ThermoFinnigan MAT gas being measured, and the frequency-dependent absorp-
253 dual-inlet mass spectrometermafz =32, 33, and 34 tion coefficient. The frequency is determined with a wave-
for 8180 and 8170, using Q gas as a reference. Each length monitor constructed on the principle of a solid etalon
mass-spectrometric measurement comprises 90 sample-t¢crosson et al2006 Tan, 2008.
reference comparisons. Precise adjustment of both sample Determination 0880 andsD ratios on the model L213D-
and reference gas signals (18%¥00 mV) permits long-term  is obtained by measurements of the amplitude ot®@,
averaging with no measurable drift, so that the analytical preH,1%0 and HDO spectral lines from a laser operating in the
cision is given by simple counting statisties/+~/90, where  area of 7200 cm! (wavelength 1389 nm). In a modified ver-

o is the standard deviation of the individual sample/referencesion, which we refer to as the L2136z, we added a sec-
comparisons. The resulting precision of repeated measuresnd laser that provides access to another wavelength region,
ments of Q gas is 0.002, 0.004, and 0.0037 %. (3.7 per meg)centered on 7193 cm, where there are strong,HO and

for 170, 8180, and A170, respectively. Reproducibility of H»'80 absorption lines (Fidl). Rapid switching between the

the 170 and 5180 ratios of water samples is in practice two lasers allows the measurement of all three isotope ratios
less precise than these numbers indicate, because fractioessentially simultaneously. About 200-400 ring-down mea-
ation can occur during the fluorination process or during thesurements are made per second, and complete spectra cover-
collection of Q. However, because this fractionation closely ing all four isotopologues are acquired in 0.8 s intervals.

follows the relationship 181’0+ 1) = 0.528In5%0 + 1), For isotope measurements with the L2130k L21304-

the errors largely cancel in the calculation®t’O (Barkan ~ C under normal operating conditions, water vapor in a dry
and Luz 2005 Schoenemann et a013. The reproducibil-  air or Ny carrier gas flows continuously through the cavity
ity of the calibratedA’O of repeated water samples ranges to maintain a cavity pressure of (66 0.1) hPa at a tem-
from 4 to 8 per meg%choenemann et aR013. perature of (8@ 0.01)°C, normally at a HO mixing ratio

of 20mmolmot. The flow rate of 40ci#min~! (290K,
2.3 A0 analysis with cavity ring-down spectroscopy 10° Pa) is maintained by two proportional valves in a feed-
back loop configuration up- and down-stream of the opti-
2.3.1 Instrument design cal cavity. The spectral peak amplitudes are determined from
the least-squares fit of discrete measurements of the absorp-

We used modified versions of a CRDS analyzer designedion (calculated from measurements of the ring-down time)
for §180 andsD, commercially available as model L2130- 0 @ model of the continuous absorption spectrum.

i, manufactured by Picarro Inc. The L2186 an update to The spegtroscopic technique_utilized for the acquisition
the water-isotope analyzers originally discusse€insson and analysis of the spectral region relevant to the measure-

(2008. It uses an Invar (Ni—Fe) optical cavity coupled to ment of the isotopologues of interest is essentially the same
a near-infrared laser. Optical resonance is achieved by piezdS the one used in the earlier commercially available L2130-
electric modifications to the length of the cavity. When the @nalyzer. One of the main features of this technique is that

intensity in the cavity reaches a predetermined value, th&Ptical resonance is obtained by dithering the length of the
laser source is turned off and the intensity then decays exCaVity. As discussed in Results (Seg. we found that drift
ponentially. The time constant of this decay is the “ring- O timescales longer than a few minutes limited the achiev-

i 17 .
down time”. The ring-down time depends on the reflectivity 2P€ precision oA™'O measurements to about 20 per meg;
of the mirrors, the length of the cavity, the mixing ratio of the

Atmos. Meas. Tech., 7, 24212435 2014 www.atmos-meas-tech.net/7/2421/2014/



E. J. Steig et al.:1’O-excess measurements by laser spectroscopy 2425

A aser ) 5 lser2 ditions is 002 cnT%, and varies by no more than 19cm—!

] owing to the precisely controlled temperature and pressure
conditions. The cavity finesse is 44 000. The ring-down time
] constant for an empty cavity is 22 us, corresponding to an
1l 1,180 (1) effective optical path length of 6.7 km. Each ring-down mea-
surement has a frequency resolution of 14 kHz (given by the
H,!70 (13) FSR divided by the cavity finesse). The noise-equivalent ab-
sorption spectral density is2x 10-11cm~1Hz~1/2 for both
the L2130+ and L2130FC, and the L2140-instruments.
This corresponds to a noise-equivalent absorption of only
7 x 10-13cm1 for integration times of 19s.

H,!80 (1)

H,160 (2)

Absorbance (ppm cm-1)
N

HDO (3) H,!80 (12)

7199.9 7200.1 72003 71928 7193 7193.2
Wavenumber (cm-1)

2.3.2 Spectroscopy

Figure 1. Measured absorption spectrum for water isotopologues in . . .
the two wavenumber regions used by the L218D-and L2140~  1he use of laser-current tuning permits greater accuracy in
CRDS analyzers. Filled circles: measured absorption fgdha-  the determination of the width of spectral lines than was

por 20 mmol mot 1 in dry air carrier, 66.7 hPa cavity pressure. The achievable with the L2130er L21304-C instruments. This
isotopologue associated with each peak is noted, with nominal peakllows us, with the L2140; to use the integrated absorption
numbers for reference (1-3 on laser 1, 11-13 on laser 2). Linesunder the spectral lines, rather than the height of spectral
least-squares fit to the data using Galatry profiles as discussed ipeaks, to determine isotopologue abundances (éegstel
the text. 2004 Kerstel et al. 2006 Hodges and Lisak2007).

The integrated absorption (cth) is given by

oo
this drift is ascribed to small but detectable drift in the wave- A= / -
. =u [ k(v)dv,
length monitor.
To improve measurement precision, we developed an up- 0
dated version of the L213B€, hereafter referred 10 as \\here (5, 7, P) is the molecular monochromatic absorp-
model L2140k which incorporates a different Spectroscopic yjon coefficient (cr), « is the column density of absorbers
method.. As in the L213®,—'a plezoelectrlc' actuator is used (cm2) and ¥ is the wavenumber (cr) (Rothman et al.
to physically move one mirror of the cavity, and the wave- 1ggq
length monitor is used for feedback to the laser-frequency g integrated absorption is directly related to the absorp-
control electronics, thus allowing for rapid tuning to a target tion strengthsS, via
frequency. In the new method, though, the length of the op-
tical cavity is kept constant during the acquisition of a spec-x (5, 7, P) = S(T) f(, T, P), (11)
trum, and resonance is obtained by dithering of the laser fre-
quency by means of laser-current modulation. The frequencyvhere f is the line shape function due to Doppler and pres-
for each ring-down measurement is then determined directlysure spectral line broadenind is temperature ang is pres-
from the resonance itself, based on the principle that resosure. The integr%‘x’f(ﬁ, T, P)dv = 1 andS is independent
nance will occur only at frequencies spaced by integer mul-of pressure Rothman et a).1996. The ratiosA;/A; for
tiples of the free spectral range (FSR) of the cavity (e.g.,two different absorbing isotopologuésand j — and there-
Morville et al,, 2005. fore in principle the isotope ratios — are also independent of
The target frequency for each spectral region (e.g., that fopressure. This makes the integrated absorption superior to
H,170) is determined in advance from measurements madéhe spectral peak amplitude used in earlier-generation instru-
at higher frequency resolution and used to tightly constrainments. In practice, it is convenient to replace the wavenum-
the parameters in a spectral model (see below). The fine freber, v, in the integral with the dimensionless detuning=
quency spacing for a given narrow spectral region is deter{v — vg)/op, following Varghese and Hansqt984), where
mined only by the FSR. In this way, each ring-down mea- g is the center frequency of the absorption line, agd
surement can be unambiguously assigned to a stable arid the Doppler width (half-width of the Gaussian Doppler-
equidistant frequency axis and the spectral line shape fit to &#roadening profile at/k of the height).
well-defined model; only a few data points are needed to pre- Values ofA are obtained by a least-squares fit of the mea-
cisely define each spectral peak. This new scheme also yieldsurements to an empirically determined spectral model. The
higher cavity excitation rates — typically 500 ring-downs per spectral model describes the measured absorption as the sum
second. of a baseline and molecular absorption lines. Free parameters
The FSR is inversely proportional to the cavity length. The in the baseline are an offset, slope and quadratic curvature
FSR of the L2130-and L2140Funder normal operating con- term. The molecular absorption spectrum is modeled as the

(10)

www.atmos-meas-tech.net/7/2421/2014/ Atmos. Meas. Tech., 7, 242B5 2014
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superposition of Galatry profiles, which describe the shape

function, f, for each spectral line. The Galatry profite, is autosampler dry air
given by the real part of the Fourier transform of the correla- (Ol /min)
tion function,® (Galatry, 1961):
exhaust
00 water flow
1 . CRDS ) l (5 uL / min)
G(X, Yy, Z) = —Re f I:(D(y, Z, ‘L’)e_’xrdl’] s open split
\/E pressure
0 (12) T stainless steel  regulators
1 40 mL / min H ﬂ ee union
D(y,z,7) :exp(—yr—i-ﬁ[l—zt—e_”]), 1 170 °C
z

wherex is the frequency separation from the line center nor-Figure 2. Schematic of custom vaporizer design used for isotope

malized by the Doppler width (as given above),and z ratio measurements over long integration times. Double lines denote

are collisional broadening and narrowing parameters, respecd/16 inch and 1/32 inch stainless steel tubing (outside diameter).

tively, andr is dimensionless time. Single lines denote fused-silica capillary (0.3 mm inside diameter
The parameters that determine the shape of the lines ar%xiting the vials, reduced to 0.1 mm where the capillary enters the

obtained from spectra acquired by operating the analyzer irf2P°"2en-

a fine-scan mode where ring-downs are acquired with a fre-

quency spacing much smaller than the line width and usingyf 4,160 for the IAEA water standard, VSMOW. Values of

the wavelength monitor to determine the frequency axis. Thissp are determined similarly using data from the first laser
determines the relationship between the collisional broadeng)y.:

ing and narrowing parameters,andz, and the relationship

betweeny for the “normal” water peak (p£60) and the val- 2 _ A(HDO®) (17)
ues ofy for each of the isotopologues. The Doppler width is A(H2180(2))’

a known function of temperature (e.Galatry 1961) and is raw 2R

therefore a fixed parameter. This leaves three or four free pa‘ED T 2Rt (18)

rameters needed to describe absorption for unknown samples )

in each spectral region: oneparameter and one value forthe 2-4 Sample inlet system
integrated absorptiom, for each independent isotopologue
spectral line of interest (e.g., one each for théd®, H,160
and HDO lines in the 7200 cnt wavenumber region).

We use two different inlet systems for the introduction of
water into the CRDS optical cavity. To obtain measure-
ments of the same water sample continuously over several
2.3.3 Determination of isotope ratios hours, we use a “custom vaporizer”. The custom vaporizer
comprises a continuous-flow inlet system similar to that de-
For the determination af'80 ands170, thel80/160 and  scribed byGkinis et al.(201Q 2011 and used previously
170 /160 ratios are obtained from the ratios of integrated for 6180 andéD. In this design, water is pumped continu-
absorptions of the rare isotopologues on the second laser tously through a capillary and into a stainless steel tee union
the integrated absorption of the common isotopologue on thdeated to 178C. In our application, the “pump” is a sim-
first laser: ple air pressure system, with a double needle that is used to
A(Ho180(11)) puncture septum-sealed vials; air pressure introduced into the
1Br = 2 (13) vial through a small steel tube pushes water through a fused-

==,
A(H21%0(2)) silica capillary and into the heated tee union. Within the tee

175 A(H,170(13)) (14) union, the liquid water is mixed with dry air and exits the tee
~ A(H60(2)) union as water vapor that is introduced into the CRDS opti-

cal cavity through an open split (Fig). Water-vapor mixing
ratios as measured by the CRDS analyzer are maintained at a
target value (normally 20 mmol mot) to within better than
+0.1 mmol mot L.

For discrete injections of water into the CRDS we use

where B180(11), H1%0(2), etc. refer to the absorption lines
shown in Fig.1.

The raw (uncalibrated)'80 ands1’O values are then ob-
tained using the usual definition &f

18 ~raw 18p a commercial vaporizer available from Picarro Inc. as model
§70 = B8Rt 1 (15) A0211 and described bgupta et al(2009. The vaporizer,
17 operating at 110C, mixes dry carrier gas with 1.8 uL of wa-
s170™" = R , (16) ter, which is injected through a septum. The resulting water

17 - . . . Lo

Rret vapor is introduced into the optical cavity via a three-way
where the value oRyef is an instrument-specific estimate of valve after a~ 60s equilibration. Analysis of a single in-
the ratio of integrated absorption obHO or H,180 to that  jection pulse takes approximately 120 s, excluding injection,

Atmos. Meas. Tech., 7, 24212435 2014 www.atmos-meas-tech.net/7/2421/2014/



E. J. Steig et al.:1’O-excess measurements by laser spectroscopy 2427

vaporizer purging and equilibration time. Automated sam-
pling from 2 mL vials is accomplished with an autosampler
(LEAP Technologies LC PAL). In our experiments, a com-
plete vial analysis consists of 10 repeated injections from the
same vial, for a total analysis time of about 1200 s.

3 Results
3.1 Measurement precision and drift

We use the custom vaporizer to obtain CRDS analyses of the
isotope ratios of the same water over several hours. The Allan
variance statistic provides a convenient way to assess the an-
alytical precision and drift for the resulting long integrations.
The Allan variance is defined ag/erle 2011)

Ollan (%0)

m
GAZ\IIan (tm) = Zi Z @J‘rl - 81)2 J (19)
mi3 -
10
wheret,, is the integration time andl; 1, §; are the mean Al70 10
values (e.g.§ = 8180 or §170) over neighboring time inter-
vals. Here, we use the “Allan deviation54jjan, square root
of the Allan variance) which can be interpreted as an estimate 10721
of the achievable reproducibility as a function of integration
time. ‘ ‘ ‘ ‘ ‘
Figure 3 showsoajan for measurements made both with 10° 10 102 10° 10
the L2130_+-_C mstrument.usmg peak amplltu_des, and w!th Tntegration time (seconds)
the L2140t instrument using laser-current tuning and the in-
tegrated absorption measurement. In both casgg, val- Figure 3. Comparison of Allan deviations for water isotope ratios
ues forA'0 of < 20 per meg are achieved after integration with the L2130+C using a conventional wavelength monitor and
times of 5< 1% s, andoayan values fors180, s170 andsD are  spectral peak amplitude (green dashed lines), and with the L2140-
below 0.03, 0.03 and 0.04 %o, respectively. However, thesalsing laser-current-tuned cavity resonance and integrated absorp-
values represent the limits with the L218G; no additional tion (solid lines)(A) 580, (B) 6170, (C) 6D, (D) A*70.
improvements in precision were achieved with longer inte-
gration times, and in generajjan begins to rise after £&.
In contrast, with the L2140-0ajan values fos180 andsl’0O  meg. Vial average reproducibility af1’O is 8 per meg. Typ-
improve to < 0.015%o, andoayan for A0 is better than ical vial-to-vial reproducibility is 0.03 %o fo880, 0.015 %o
10 per meg after 1200s (20 min). F&D, the precision is  for 6170, and 0.1 %o foBD.
< 0.07 %o at 1¢'s, and remains well below 0.1 %o for much
longer integrations times=(10*s). Both the measurements 3.2 Sensitivity to water-vapor mixing ratio
with the custom vaporizer, and those with the commercial
vaporizer, show that long-term drift in1’O is greatly re-  Laser spectroscopy instruments used for water isotope mea-
duced in the L2140- Long-term drift fors180 ands1’Ois  surements exhibit dependenceséfO andsD values on the
also improved, though not eliminated. We discuss the relawater-vapor mixing ratioGkinis et al, 2010, and similar
tionship between drift in180, §170 andA170 in Sect4. dependence is expected 6’0 and A1’O. This depen-
Repeated measurements of discrete water injections pradence arises primarily from the effect of pressure broaden-
vide another way to assess measurement precision and drifing on peak shape. As noted in Se2t3.2 use of the inte-
Results from running the same water from multiple vials grated absorption in place of peak amplitude in the calcu-
(with 10 discrete 1.8 L injections per vial), yield statis- lation of isotope ratios with the L214i0instrument should
tics comparable to those obtained with the custom vaportheoretically eliminate the water-vapor mixing-ratio depen-
izer (Fig.4). Typical injection-to-injection precision is 20 per dence. We used the custom vaporizer to obtain measure-
meg for A1’O. Averages over 10 repeated injections from ments with the L2140-over a wide range of water-vapor
each vial result in a total analysis time per vial of 1200 s, mixing ratios. Figureb shows that there is a significant re-
corresponding to the integration time at which the Allan de-duction in the sensitivity of isotope ratios to mixing ra-
viation data (Fig3) showA’O precision reaching: 10 per  tio when using the integrated absorption measurement, as

-2
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A Figure 5. Comparison of the sensitivity of isotope ratio measure-

ments on the L2140-CRDS analyzer to the water-vapor mixing
ratio using peak amplitude vs. integrated absorption. Note that a
mixing ratio of 20 mmol mot is reported by the instrument soft-
ware as a concentration (20 000 ppid) §180, (B) $170 and(C)
A*'0.

Figure 4. Isotope ratios from repeated measurements of 2 mL vials
of identical water, using integrated absorption on the L2il48)
§180, (B) 5170, (C) 8D, and(D) A170. Each dot represents the av-
erage of ten 1.8 pL injections from one vial; the vertical error bars
show the standard erros (/) of then = 10 individual injections.
The standard deviation of all vial mearns) (s given in each panel.
Horizontal dashed lines are shown for referencet8t02 %o for
5180 ands170, at+0.2 %o for 8D, and at+10 per meg fon17’0. 3.3 Calibration to VSMOW and SLAP
The experiment shown took about 60 h. No drift corrections or other
post-measurement adjustments were made to the raw data. We performed two independent types of calibration experi-

ments with the L2140- In the first experiment, we analyzed

standard waters SLAP2 and VSMOW?2, along with reference
expected. Fos'80, sensitivity is reduced from 0.2%. for waters GISP, VW (Vostok Water), WW (West Antarctic Ice
a 1mmolmot™ variation in water-vapor mixing ratio — Sheet Water) and KD (Kona Deep), and used the two-point
comparable to that seen in the L218@nd other earlier-  calibration lines defined by Eqs7)(and @) to determine the
generation instruments — to less tha@4%o/(mmolmot®).  value of the references waters treated as “unknowns”. The
Sensitivity for 81’0 is comparably reduced, from4®%.  resulting calibrated80 ands’O values are then used to
to less than M8 %o/(mmol mot1). Finally, the sensitivity calculateA1’0, using Eq. %) (note that thes’®0 ands1’0
of A0 to the water-vapor mixing ratio is reduced from of VSMOW2 and SLAP2 are indistinguishable from those of
> 250 per meg to< 30 per meg/(mmol mot'). The mixing-  VSMOW and SLAP Lin et al, 2010). In the second exper-
ratio sensitivity ofSD, however, at about 1 %o/(mmolot)  iment, we analyzed lab reference waters SW (Seattle Water)
is not significantly changed between earlier models and thesnd WW and used the IRM&80 ands’O values of PW
L21404. This may suggest an incomplete accounting for the(Pennsylvania Water) and VW as calibration points.
structure of the mixing-ratio-dependent spectral baseline, or |n both types of calibration experiments, we used the com-
other aspects of the spectroscopy that are not yet fully charmercial vaporizer and 2 mL vials, from which ten 1.8 L
acterized. injections were made. The measurement order was as fol-

lows, where the number gives the number of vials for

each water sample in parentheses. First experiment: 5 (KD),

5 (VSMOW2), 4 (VW), 5 (SLAP2), 4 (WW), 5 (GISP),

5 (KD), 5 (VSMOW?2), 4 (WW), 5 (GISP), 4 (VW), and

5 (SLAP2). Second experiment: 7 (VW), 7 (WW), 7 (SW),

7 (KD), 7 (PW), 7 (VW), 7 (WW), 7 (SW), 7 (KD), and
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7 (PW). In the experiment with VSMOW?2, SLAP2 and 0
GISP, the use of lab reference waters with similar isotopic 35 sw %
composition prior to the IAEA standards was done in order ww osP §ow

to reduced the potential for instrument memory effects influ-
encing the results. We use data only from the last three vials
for each standard or reference water in our calculations, us-
ing all 10 injections from each of those vials in the average.
We find that the instrument response time §&fO is indis-

Al70 (VSMOW-SLAP) (per meg)
=
;

tinguishable from that fo8180. This suggests that memory ok 7

effects should be minimized fok*’O measurements com- A vevow 4
pared with deuterium excess, which can be problematic be- % TKD
cause the response time 8 is greater than fo180 in I

most instrumentsAemisegger et al2012. Further work is 105 50 20 T30 T30 T10 o
needed, however, to fully characterize the influence of mem- §180 (VSMOW-SLAP) (%)

ory on A0 with the L2140k _ _ 17 _
The results of the calibration experiments are tabulated9ure 6. Comparison oA*O data from two independent sets of

in Table 2. Figures shows the calibrated mean values and calibrations of reference waters and standards mz_easureo! by laser
s 17 . . spectroscopy on the L214QCRDS, open squares) with previously

uncertainties inA*+‘O for the two different types of cali- . : ;

brati . Th L lculated hdetermlned values from mass spectrometry (IRMS, filled circles).

ration experiment. The uncertainties are calculated as t &170 data are plotted vs180. Error bars on the CRDS values

standard deviation of the meam/(,/n) based om repeated e the standard deviation of the mean (see Table 2). Values and er-

measurements. This calculation may underestimate the trugy pars (1 standard error) on the IRMS values are from Table 1,

uncertainty because it assumes a Gaussian error distribumpdated fromSchoenemann et a{2013. The calibration points

tion, which is not supported by the Allan deviation data for VSMOW, SLAP, PW and VW are shown as open circles for ref-

long integration times (Fig3). However, this is conserva- erence.

tive with respect to the calibration experiments: the results

show that theA 1’0 values of the “unknowns” in each exper-

iment with the CRDS are indistinguishable from the valueseffects. In our case, as shown in Fig, the slope of

previously determined using IRMS. Note in particular that IN(8170+ 1) vs. In(880+ 1) is 0.5254; the scale compres-

the CRDS value of the IAEA reference water, GISP£2  sion is therefore 0.995. Use of EcRQj would result in a

per meg), calibrated independently, is nearly identical to thedifference for the GISP reference water ©10.0006 %o for

IRMS value of 28+ 2 per meg Schoenemann et aR013. 87O, < 0.003%. for§!80 and< 1.6 per meg forA’O, all

Further, we find that both KD, which is fresh water derived Well below measurement uncertainty. Use of the linear nor-

by reverse osmosis from an ocean water sample, and VwWnalization fromSchoenemann et g2013 is therefore pre-

which is a meteoric water sample from the interior of Eastferred. Nevertheless, users of L21#4@istruments will need

Antarctica, have indistinguishabte!”O values. to verify any calibration strategy for their particular applica-
We emphasize that, as with IRMS measurements, data thdton, taking into account the instrument response time, the

are referenced to VSMOW but are not normalized on theavailability of reference waters of known composition, and

VSMOW-SLAP scale can result in inconsistent results be-the scale compression, which may be different for different

cause of instrument-specific scale compression (or expaninstruments.

sion) relative to the defined calibration (see e@oplen

1988 Schoenemann et al2013. In the context ofA’O

measurements on water, such scale compression results #1 Discussion

a slope differing from the defined value of 0.528 on a plot

of IN(8170+ 1) vs. In(8180 + 1). Also, if the slope is signif-  Our results demonstrate that analysisf’O using cav-

icantly different from 0.528, errors in1’O will result even ity ring-down laser absorption spectroscopy, as implemented

if a linear normalization to VSMOW-SLAP is applied. This in the L2140t instrument, can be competitive with analyses

problem can in principle be addressed using a nonlinear norby mass spectrometry. The reproducibility of repeated indi-

malization methodKaiser, 2008); i.e., vidual measurements made over 30 min is better than 8 per
sesiane meg, similar to the precision reported for IRMS (elguz
1703584 1) and Barkan201Q Schoenemann et a2013, and calibrated

317Onormalized_ (8l7omeasured ]_)Wﬁ) -1, (20)

sample = sample T values of reference waters are indistinguishable between the

two methods. AchievingAl’O measurements at the 10
and similarly for 8180, rather than our linear calculation per meg level with CRDS requires relatively long integration
(Egs.7-9). However, the nonlinear calibration method can- times when compared with the more comm©fiO or D
not effectively remove scale compression due to blankmeasurements, which for typical applications require lower
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Table 2.VSMOW-SLAP-normalizech 170, §180, §170 andsD values for reference waters determined by CRDS using (a) IAEA standards
VSMOW?2 and SLAP2 as calibration points and (b) using University of Washington standards PW and VW as calibration points. IRMS-
measured\170 values are shown for comparison. Precisit i6 the standard deviation of the meaiy (/n). n is the sample size.

IRMS CRDS

Al’0o Al7o §180 s170 sD n
(per meg)  (per meg) (%o) (%o) (%o)

GISP? 2842 2744 24774002 -13134+001 -19019+0.14 6
vwa 343 —3+3 -56504+0.03 -3024+0.02 -43819+035 6
wwa 2742 2744 —3390+0.03 -1802+0.02 -26887+040 6
wwP 2742 2742 —3398+003 -1806+0.03 —26929+0.26 6
swP 3342 3444 -1064+004 -560+003 -7605+024 6
KD2 -08+4 —-16+3 04340.01 0234 0.01 1334013 6
KDb ~084+4 -16+4 050+ 0.03 026+ 0.03 1714022 6

aySMOW?2 and SLAP2 calibratior®. PW and VW calibration. Errors take into account uncertainty in calibration points.

Berman et al(2013. Measurements of the IAEA reference
water GISP reported berman et al.(2013, when cal-
ibrated to VSMOW and SLAP, are somewhat lower than
ours (232 per meg, compared with our values of 24
(CRDS) and 28- 2 (IRMS)), but both are compatible within
20 of most reported IRMS values from the literature; e.g.,
the weighted average of the most precise previously reported
measurements (IRMS only) was 2211 per meg $choen-
‘ ‘ ‘ ‘ ‘ ‘ ‘ emann et a.2013. The mean VSMOW-SLAP-normalized
-60 -50 -40 -30 -20 -10 0 value for GISP for all recent measurements from four differ-
In(3180+1) (%o) ent laboratories (as reported here, an@bfioenemann et al.
2013andBerman et a].2013 is A7O = 28+ 3 per meg.
High-precisionA1’O measurements are achieved without
drift correction on the L2140- Indeed, the precision and
° | drift characteristics of tha 1’0 results are better than would
° | be expected from the simple combination of noise instf®©
+ and 1’0 measurements, both of which show evidence of
| some drift in their Allan deviations (Figg).
03170 The relationship betweett®0, 610 andA’O errors can
+ 5150 i be understood as a combination of correlated and uncorre-
o ‘ ‘ ‘ ‘ ‘ lated noise contributionsS¢choenemann et ak013:
-50 -40 30 -20 10 0
3(17.18)0 (VSMOW-SLAP) (%o) oxs = (m — 0.528 018+ 117, (21)

A VSMOW?2

In(3170+1) (%o)

SLAP2 Slope = 0.5254

o
@

I | | | |
o 2 o o o
(%] s w N -

Measured — Calibrated 5(17-18)O (%o)

|
L
o

Figure 7. Characterization of scale compression on the L2140- where oys is the precision ofA17O, o1g is the precision
(A) Measured (vs. VSMOW) i8170+1) vs. In6180+1) for  of In(s180+1), andn17 is the residual in 165270+ 1) from
VSMOW2, SLAP2 and GISRB) Difference between measured 4 pest-fit line through the data having slopein general, the
:J”ndcgslr']b(;ﬁﬁg cﬁbigfgd \lefeVSMOWZ, SLAPZandGISPasa ncorrelated errorsjf7) are small. At higher frequencies,
' tends towards higher values (FR).
We find that for the 0.8 s averages sf400 individual
ring-down measurements, the slope.B2-0.02, or 10+0.1
precision 0.1 and< 1 %o, respectively). Nevertheless, the if a “model 2" regression that accounts for variance in both
new method is less time consuming, less labor intensive, anthe 580 ands’O measurements is used (eXprk, 1969.
safer than the IRMS method requiring the use of fluorination.A slope of precisely 1.0 would be expected if, for exam-
Measurements oA1’O with a laser spectroscopy instru- ple, all measurement error were due to noise in th&®@
ment with a different design (off-axis integrated cavity out- spectral line, since this measurement is shared equally in the
put spectroscopy, or OA-ICOS) were reported recently bycalculation of boths10 ands170. The noise in the high-
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Figure 8. Relationship between (8170+1) and In5180+1) resid-  Figure 9. Comparison of the 6170+ 1) vs. In6180+ 1) rela-
uals for 40 vials of identical water, each injected 10 times in the tionship for residuals (difference of individual analyses from the
L21404 CRDS. Small gray dots show every 100th high-frequency mean) of measurements of water samples with the L24G@&nd
0.8 s measurement, large circles the individual injection means,“+"-the L2140t CRDS instruments, and with IRMS. The slope of 0.528
signs the vial-mean values. The slopes of the 0.8 s and individual inthat definesa 170 is shown for reference.

jection data are .82+ 0.02 and 059+ 0.02, respectively£ = 2¢).

The slope of the vial-mean data i@+ 0.03, shown by the line. i ) ) )
the magnitude of1g is much smaller than that obtained with

IRMS measurements of {prepared by fluorination.

frequency data is indistinguishable from Gaussian, and is ThiS was not the case with our original prototype in-
consequently reduced as a function of the square root of thgtrument (L2130-C), for which analyzer noise was dom-
integration time. For longer measurement times (integrationdn@nt even for long integration times (Fi§). Because the

of 10%s or longer)m is~ 0.5, so that the terrm—0.528 015~ (€M (m —0.52801g is very small,< 1 per meg, for vial-
is small. As for IRMS measurements, it is the combination @Verage measurements, changes to the sample introduction

of the very small magnitude of uncorrelated noise, com-  System that would significantly i_mprO\Ae”O precision will
bined withm ~ 0.5 that leads to the very high precision for pe challengmg. These comparisons attest to the &gmﬂcapt
AL70 measurements, even where #180 ands’0 mea-  improvementin the spectroscopic measurements achieved in
surements are comparatively imprecise. t_he L2140, gs_well as to the stability of t_he water-vapor de-
Frequency dependence of the error slope,is not ob- !lvery and mmmal amount of fract_lonatlon occurring bqth
served in IRMS measurements. As discusse&ahoene- N the commercial vaporizer and in our custom vaporizer

mann et al(2013, in both the KO fluorination procedure ~ d€sign. . _ . o
and in the mass-spectrometer source, likely sources of er- 1"€ L2140 should be useful in a variety of applications,

ror will involve some combination of diffusive and equi- SUch as the high-resolution analysis of ice core samples us-
librium fractionation processes, both of which will lead to INg in-line continuous melting systemSKinis et al, 2011),
values ofm close to 0.5 (e.gMiller, 2002. That the rela-  OF in the measurement of ambient water-vapor mixing ratios
tionship betweers!80 and 5170 errors in the CRDS also N the atmosphere, currently done with laser spectroscopy
tends towardss ~ 0.5 at longer integration times suggests instruments fors*0 and 5D (e.g., Noone et al. 201%

that low-frequency drift in these measurements is similarly Syres et al.2009, though such applications have not yet
attributable to fractionation effects, rather than, for example,Peen fully tested. The low sensitivity to water-vapor mixing

drift in the optical cavity temperature or other aspects of the'@lio achieved with the integrated-absorption measurement
CRDS instrument itself. Fractionation of t8&0 andsl’0  Would be an advantage in such applications, though there is

values could be associated with diffusion of water vapor,Still Some sensitivity that may become impolrtant for mixing-
incomplete evaporation, or condensation and re-evaporatiofAt!o variability greater thaa-0.1 mmolmorf™=. In the cur-
during the vaporization process, or possibly in the optical™®nt commercial version of the L2140nstrument, a water-
cavity. vapor mixing-ratio correction is available in the instrument
These observations suggest that the current practical limigoftware that uses a bilinear relationship of the form

of precision for isotope measurements on the L2l#0set  , 4 — A1

) ) = +ap+a1ADA2), 22
by the sample introduction system, rather than the CRDS (Deorecteq= AL + a0 + a1 AL AE) (22)
analysis itself. As illustrated in Fi@, which compares IRMS  where A(1) and A(2) refer to the integrated absorption for
and CRDS measurements, the magnitude;gfs very small  peaks 1 and 2 (Figl), andag anday are empirically de-
— similar to that obtained with high-precision IRMS — while termined coefficients. The coefficients are determined by
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ering of theA1’0 value is clearly detectable from vial to vial

+++
5 20 AT ", at the 1-2 per meg level; this would probably not be possible
%’ ol Ty e, to observe using the IRMS method. We suggest that the laser
2 50 st Ty spectroscopy method fax'’O could be used in a number of
S ey - hydrological and atmospheric sciences applications that were
-0 Ty J previously impractical.
5 Conclusions
~ CRDS is commonly used for measurements of'ft@/ 160
< and D/ H isotope ratios of water and water vapor, reported
g as 8180 and 8D deviations from VSMOW. We have de-
= veloped a new CRDS instrument that makes possible the
z additional measurement of tHé0/160 isotope ratio, and
of the small difference AY’O, between I®B1’O+1) and
0.528In5*80 + 1), known as the*’O excess”. The new in-

strument uses a novel laser-current-tuned cavity resonance
(3180 + 1) (%) method to achieve precision ef8 per meg forA1’O while
simultaneously providing measurements 8fO and sD
Figure 10. Results of an evaporation experiment in which 2mL with a precision competitive with previous-generation instru-
sample vials are left open to the ambient_ air and are progressivelynents. Liquid samples are introduced into the optical cav-
Sampllfd (ten 1?8“'- injections f°1r7ea°h vial) OVefngOh period. jty using an automated vaporization system that requires no
(A) 6770 vs. 3720+ 1), (B) In(6>°0+ 1) vs. IGO0+ 1). Time prior sample preparation. Direct analysis of ambient water
progress to the right in bOt.h panels. Note the gradual d?v'at'on 0vapor in air is also possible. Calibration against the IAEA
the measurements (open circles) from a slope of 0.528 ({ine). standard waters VSMOW?2 and SLAP2 yields calibrated val-
ues for the reference water GISP of24 per meg, indistin-
d guishable from the value of 282 obtained byschoenemann

varying the water mixing ratio over a_Ia_rge range and o, al. (2013 using IRMS. Our results establish CRDS mea-
then applied to each measurement. A similar correction is

applied t0A(3), A(11), andA(13). A simple linear correc- ;urements o170 of H,0 as av.iable alternative to'con'ven—

. L s o tional IRMS methods that require the use of fluorination to

tion following instrument-specific empirical measurements convert O samples to @prior to analysis

such as illustrated in Figh could be used as an alternative. '

We note, however, that we have not evaluated the perfor-

mance of the instrument at low water-vapor mixing ratios acknowledgementsive thank B. Vanden Heuvel, B. H. Vaughn,

(< 18 mmol mof™). J. W. C. White, B. Vinther, G. Hsiao and E. Crosson. Reviews
As an example of an application of the L2140wve per- by E. Kerstel, J. Kaiser and E. Berman led to improvements in

formed a simple experiment in which 42 vials containing the manuscript. We also thank the editor for his handling of the

identical water, open to the air, were measured sequentiallynanuscript. This work was supported by the US National Science

using 10 injections each. Because the vials were open to a reFoundation Division of Polar Programs (Antarctic Glaciology

atively low-humidity laboratory atmosphere, evaporation of Program), Division of Atmospheric and Geospace Sciences

the vials would be expected to raise #1180 values through (Paleoclimate Program; Climate and Large Scale Dynamics

time. and theA70 value should decrease: furthermore. the Program) and Division of Industrial Innovation & Partnerships
relationship between (ﬁ170+1) and Ir(8léO—|—l) woulci (Academic Liaison with Industry Program) (NSF award numbers
DPP-1341360 and OPP-0806387). It was also supported by the

be expggteq to evolve along a slope intermediate bew"eeﬁuaternary Research Center at the University of Washington, the
the equilibrium value (0.529)Barkan and Luz2009 and  centre for Ice and Climate at the University of Copenhagen, and
the value for diffusion into dry air (0.518B@rkan and Luz  the Lundbeck Foundation, Copenhagen, Denmark.
2007. These features are indeed observed in the experiment:
A0 decreases by 90 per meg (F1g). Edited by: D. Heard
The slope of 18170+ 1) vs. In880+ 1) is 0.5232+
0.0005, distinguishable at 99% confidence from the “me-
teoric water line” slope, accounting for scale compression. A
simple experiment like this, which was run fully automated
over ~ 60 h, would take many hours of sample preparation
time and> 100 h of analysis time using the traditional fluori-
nation and IRMS method. Note also that the progressive low-
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