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Abstract. Source apportionment using the bilinear model 2002), ecosystems, and agricultural areas via acidification
through a multilinear engine (ME-2) was successfully ap-and eutrophication (Matson et al., 2002). Therefore, reliable
plied to non-refractory organic aerosol (OA) mass spectrasource identification and quantification is essential for the de-
collected during the winter of 2011 and 2012 in Zurich, velopment of effective political abatement strategies. Based
Switzerland using the aerosol chemical speciation monitoron their formation processes, atmospheric aerosols can be
(ACSM). Five factors were identified: low-volatility oxy- roughly separated into primary and secondary aerosols, i.e.
genated OA (LV-OOA), semivolatile oxygenated OA (SV- those directly emitted and those formed from gas-phase reac-
OOA), hydrocarbon-like OA (HOA), cooking OA (COA) tions of emitted precursor gases, respectively. However, the
and biomass burning OA (BBOA). A graphical user interface details of aerosol formation processes are still poorly under-
SoFi (Source Finder) was developed at PSI in order to facil-stood; in particular the submicron organic fraction of partic-
itate the testing of different rotational techniques availableulate matter (PN) (Hallquist et al., 2009), which comprises
within the ME-2 engine by providing a priori factor profiles 20-90 % of the total submicron aerosol mass depending on
for some or all of the expected factors. ME-2 was used tothe measurement location (Jimenez et al., 2009), is poorly
test the positive matrix factorization (PMF) model, the fully characterized.
constrained chemical mass balance (CMB) model, and par- The Aerodyne aerosol mass spectrometer (AMS) provides
tially constrained models utilizing values and pulling equa- online quantitative mass spectra of the non-refractory (in-
tions. Within the set of model solutions determined to be en-organic and organic) components of the submicron aerosol
vironmentally reasonable, BBOA and SV-OOA factor massfraction with high time resolution, i.e., seconds to minutes
spectra and time series showed the greatest variability. ThigCanagaratna et al., 2007). Through knowledge of the typi-
variability represents the uncertainty in the model solutioncal mass spectral fragmentation patterns, these spectra can be
and indicates that analysis of model rotations provides a useassigned to several inorganic components and to the organic
ful approach for assessing the uncertainty of bilinear sourcdraction (Allan et al., 2004). However, interpretation of the
apportionment models. organic fraction is challenging due to the enormous number
of possible compounds. Over the past years, numerous am-
bient studies have successfully exploited the positive matrix
factorization (PMF) algorithm, apportioning the measured
1 Introduction organic mass spectra in terms of source/process-related com-
ponents (see Zhang et al., 2011 for a review). The statistical
Atmospheric aerosols are of scientific and political inter- tool PMF (Paatero and Tapper, 1994, Paatero, 1997) within
est due to their highly uncertain direct and indirect effectsthe bilinear algorithm represents the time series of measured
on the solar radiation balance of the Earth’s atmosphergrganic mass spectra as a linear combination of static factor
(IPCC, 2007). Moreover, aerosols have a strong negative efprofiles (i.e. mass spectra) and their respective time series.
fect on human health (Peng et al., 2005), visibility (Watson, However, if all measured variables (i.e., the mass to charge
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ratios(m /z)) for the mass spectrometer exhibit temporal co- 5 L min—! for removing coarse mode particles. The resulting
variation, e.g., due to meteorological events such as rainfalherosol flow passed through a Nafion drier (MD-110-48S-4,
or boundary layer evolution, or if the model solution has high PermaPure LLC, Toms River, NJ, USA) and a subsequent
rotational ambiguity, then the apportionment with PMF can ~ 2 m long stainless steel sampling tube (6 mm OD) before
yield non-meaningful or mixed factors. Under such condi- reaching the ACSM inlet. In the ACSM, the dried aerosol
tions, the bilinear model can be directed towards an optimaparticles are sampled continuously (with an averaging time
solution by utilizing a priori information in the form of the of 30 min) through a 100 pm aperture 90 cn? min—1), and
factor profiles and/or time series. If all factor profiles are are then passed through an aerodynamic leristorr) where
predetermined, the approach is a so called chemical mashey are focused into a narrow beam. The particle beam im-
balance (CMB). At the other extreme, the factor profiles in pacts a surface that is resistively heated 800°C. Here the
PMF are calculated entirely by the algorithm. The multilin- non-refractory fraction is flash vaporized. The resulting gas
ear engine algorithm (ME-2) is capable of solving both theseis ionized by hard electron impact (70 eV) and analyzed with
extremes and all intermediate cases in accordance with tha quadrupole mass spectrometer. The final aerosol signal is
constraints provided by the user (Paatero, 1999; Paatero anétrieved by subtracting the background signal from filtered
Hopke, 2009). Several PM source apportionment studies irair under the same sampling conditions.
which PMF did not properly represent the measured data To obtain quantitative mass concentrations for the ACSM,
have utilized ME-2 to find acceptable solutions (e.g., Lanza collection efficiency parameter (CE) needs to be applied to
et al., 2008; Amato and Hopke, 2012; Reche et al., 2012)account for the incomplete detection of the aerosol species
However, such studies are scarce, possibly due to the negd/iddlebrook et al., 2012). The CE is a function of the
for manual configuration and analysis of the results of thelens system of the shape and bouncing of the aerosol par-
powerful ME-2 package. Therefore, in order to facilitate the ticles on the vaporizer. Specially the bouncing effect of the
choice of the initial conditions for the ME-2 engine and the aerosol particles was found to be influenced by several pa-
analysis of the results, we have written the graphical userameters, such as the mass fraction of ammonium nitrate,
interface SoFi (Source Finder) within the software packageparticle acidity, and water content (Matthew et al., 2008).
IGOR Pro (Wavemetrics, Inc., Portland, OR, USA). SoFi will Water content does not affect the present study because the
be freely distributed to all interested ME-2/PMF users. particles are dried. The effects of the nitrate mass fraction
In this study, the ME-2 engine was successfully appliedand particle acidity on CE have recently been parameter-
to organic mass spectra obtained with the recently develized for ambient data (Middlebrook et al., 2012). However,
oped aerosol chemical speciation monitor (ACSM) (Ng etfor the present study, this parameterization underestimates
al., 2011b), an instrument based on AMS technology and opthe CE, as demonstrated by higher CE-corrected mass con-
timized for long-term sampling. The ACSM was deployed in centrations for the ACSM compared to simultaneous; M
downtown Zurich, Switzerland, from January 2011 to Febru-measurements by a tapered element oscillating microbalance
ary 2012. (TEOM, FDMS 8500, Thermo Scientific). The CE will be
investigated in detail in a future publication; here we assume
CE=1, which provides a lower limit for ACSM-measured

2 Materials and methods mass concentrations. Note that since the CE is applied to all
measured species, changes in the CE do not affect the rela-
2.1 Measurements tive intensity ofm /z within a mass spectrum and hence also

do not affect the ME-2 results reported in this manuscript.

From January 2011 to February 2012, an ACSM (Aero- The meteorological parameters and trace gases were mea-
dyne Research, Inc., Billerica, MA, USA) was deployed at sured with conventional instruments by the Swiss National
Kaserne, Zurich (Switzerland), an urban background statiorAir Pollution Monitoring Network, NABEL (Empa, 2011).
in the center of a metropolitan area with about one million in- The time resolution of all these measurements was ten min-
habitants. The ACSM is a compact, low-maintenance aerosolites. NQ was measured by chemiluminescence. The tech-
mass spectrometer designed for long-term measurements ofque involves a molybdenum converter that suffers from
non-refractory particulate matter with vacuum aerodynamicartifacts due to partial conversion of N@xidation prod-
diameters smaller than 1 um (NR-PM1). The instrument isucts (Steinbacher et al., 2007). These artifacts, however,
described in detail by Ng et al. (2011b), and the reader is reare only expected to be important at low concentrations,
ferred to Jayne et al. (2000), Jimenez et al. (2003), Allan effor example during summer. Carbon monoxide was mon-
al. (2003a,b, 2004) and Canagaratna et al. (2007) for a detored by non-dispersive Fourier transform infrared spec-
tailed description of the AMS technique. troscopy (APNA 360, Horiba, Kyoto, Japan), UV absorption

At the Kaserne station in Zurich, ambient aerosol briefly spectroscopy was employed to determine the temporal vari-
entered the temperature-controlled room and was subseation of ozone (Thermo Environmental Instruments (TEI)
quently drawn to a cyclone (model SCC 1.829 cyclon from 49C, Thermo Electron Corp., Waltham, MA) and black car-
BGI, INC.) with a size cut-off of 2.5um, using a flow of bon was estimated utilizing an aethalometer, AE 31 (Magee
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Scientific Inc.), based on measured light absorption coeffi-the detection limit. Howevet;; < ¢;; may also occur due to
cients at different wavelengths. In addition, the measured abeominant and rare local events or electronic noise within the
sorption coefficients at wavelengths 470 and 880 nm weraneasurement equipment, when neither of these events should
used in order to retrieve the related black carbon contribu-be considered by the model. To prevent the solution from be-

tions from the traffic (B&asic) and wood burning (BCw) ing driven by a few strong outliers, the model is generally run
source (Sandradewi et al., 2008; Herich et al., 2011). in the “robust” mode, in which pulling of the solution by out-

liers is reduced. At each step of the solution process, outliers
2.2 The multilinear engine (ME-2) are defined based on the ratio of residuals to uncertainties:
The organic mass spectra measured by the ACSM can be reRiutlier— Gij | o 3)
resented as a matrikwhere the columng are then /z’s and 0ij ’

each rowi represents a single mass spectrum. A frequently

used method is to group the variables into distinct factors?here« is the user-defined threshold value. A value of 4 is

based on certain criteria. The simplest and most COmmom);ecommended as a defining criterion for outliers within the

used approach is to group the variables into two constant mal°Pust mode (Paatero, 1997). The residuals are reweighted

trices, the so-called bilinear model, e.g., principal componengdynamically to reduce, and ideally to remove, the depen-
analysis (PCA) (Wold et al., 1987) or positive matrix factor- dence _Of the rate of chgnge of" on the rate of change of
ization (PMF) (Paatero and Tapper, 1994). The bilinear factofe residuals of the outliers:

analytic model in matrix notation is defined as: dom 0 @

12

X =GF + E, (1) dEoutliers

2.2.1 Normalizin by the expected value o
where the measured matrk is approximated by the prod- 9Q by P 0 (Qexp)

uct of G andF andE is the model residuap is then defined  Normally, monitoring the totaD is not meaningful because

as the number of factors of the chosen model solution, i.e.the expected value depends on the size of the data matrix and
the number of columns d& and at the same time the num- on the number of chosen factors. One therefore normalizes
ber of rows off. Each columnyj of the matrixG represents  gm by the degree of freedom of the model solution (called
the time series of a factor, and each rowf F represents  g,,) which is both a function of the size of the data matrix
the profile (e.g., mass spectrum) of this factor. The differ- gnd of the number of factors.

ences between the bilinear models PCA and PMF are only

due to the restrictions of the models. PCA imposes orthog-Qexp =n-m — p - (m +n). (5)

onality of the factors, i.e., the scalar of two different rows , ) N
of F is zero and does not require non-negative entries. By Ideally, if the model entirely captured the variability of the

contrast, PMF requires non-negative entries througl@ut measured data and all uncertainties were properly defined, a
andF. This constraint makes the PMF algorithm particularly €/ Qexpvalue of 1 would be expected. However, several rea-
suitable when mass concentrations must always be positivé®nS €-9- an erroneously chosen number of factors, transient
(especially for chemometrics or environmental studies). InSOUrces that are not fully modeled, errors in the estimate of
the literature there are two solvers, namely ME-2 and pME2the measurement uncertainties, and the unknown model un-

that solve the PMF algorithm. The main difference is the en-Certainties —prevent the use of the absoldj&exp. Instead,
hanced control of rotations within the ME-2 solver. as de- ©ne should investigate the relative change of this ratio across
scribed in the next subchapters. different model runs (large changes indicate significantly de-

However for both solvers. the entries@andF are fit us-  creased residuals and suggest an improved solution), to assist

ing a least squares algorithm that iteratively minimizes thel" Ch00sing reasonable model solutions.
guantity 0™, defined as the sum of the squared residuals
weighted by their respective uncertainties, where the uncer-

tainty may contain the measurement and model uncertainty'g|,tions given by the PMF algorithm may have a substantial
m n N2 degree of rotational ambiguity (Paatero et al., 2002). There
oM = Z (ei> . 2 are two different kinds of rotations that are allowed, namely
i=1j=1 \%j the pure and the approximate rotations. For pure rotations,
the object functiorD™ does not change after the rotation:

.2.2 Rotational ambiguity of the model solutions

Here, ¢;; are the elements of the residual matkxand
o;j are the measurement uncertainties for the input pointss = GT andF = T 1F, (6)
ij. Data points wheres;; < ¢;; constitute a large fraction
of O™, and these points will have a high impact during the whereT is a nonsingular matrix of dimensignx p, T~tis
model iteration. Normally this ensures that data with highits inverse, ands andF are the rotated matrices. The ma-
signal-to-noise has a higher impact than measurements ne#ix multiplication of G andF leads to the same product as
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for G andF, and thereforeQ™ remains unchanged. If the 2.2.3 Fully unconstrained matrices G and F: positive
transformation matrixd@ does not fulfill Eq. (6), the rotation matrix factorization (PMF)

is called an approximate rotation a@" changes. For the

PMF and the ME-2 solver, there is a user-specific parametefor a completely unconstrained PMF run, the algorithm
called fpeak, denoted hy for the global control of such ap- models the entries & andF autonomously.

proximate rotations. For positive, elementary rotations or
a series of elementary rotations are performed that increa
columns of the matrixG and decrease rows of the matfix

while conserving mass. The opposite occurs for negative Within the chemical mass balance, all elements ofRlmea-

Howeyer, the fpeak_t(_)ol explores only rotatu_)ns In one di rix, i.e., all factor profiles, are set to non-negative values by
mension of the multidimensional space, and if the entries o : . g

.. . the user. The entries of the matfremain variable and are
G andF are positive and more than one factor is chosen, then

. : - . evaluated by the model.
the rotational space is multidimensional and the correspond- y

ing ambiguity can be very large (e.g., for three factors, the 1o 2 5 Constrained matrices FG: a value approach

tational space is nine-dimensional). An advantage of the ME- (a value)

2 solver compared to the PMF solver is improved rotational

control, e.g., selected factors can be summed/subtracted te¢4ere the elements of tHe matrix (factor profiles) and/or of
gether, so the entire matrix does not have to be transformedhe G matrix (factor time series) can be constrained by the
Thus, the rotations can be studied in a more controlled enuser. The user inputs one or more factor profiles (rows of
vironment. Normally, the user should explore the solution F)/factor time series (columns &) and a constraint defined
space, both since it is rare to find the environmental solutiorpy the scalar that can be applied to the entire profile/time
for the unrotated case, and since the it allows the user to evakeries or to individual elements of the profile/time series only.
uate the rotational ambuigity of the chosen solution in the so-The ¢ value determines the extent to which the outbyG
lution space. Alternatively, to reduce the rotational ambigu-is allowed to vary from the inpuU§/G, according to:

ity, a priori information in the form of known rows &f (fac-

tor profiles) or of known columns d& (factor time series) Jfi.soution= fj £a- fj, )
can be added to the model (Paatero and Hopke, 2009). This @; solution=&i £ a - gi, (8)

priori information creates a very specific rotated model solu-

tion that can be further investigated. Three main approache/n€re/ andg representarow and the column of the matrices

can be exploited with the ME-2 solver, i.e. the chemical mass~ 2"dG, respectively. The index varies between 0 and the
balance (CMB), the: value, and the pulling technique (de- number of variables andvaries between 0 and the number

scribed below) of measured points in time.
The use of a priori information at the stage of the calcula- The situation of the chemical mass balance described in

tion of the model solution provides a more efficient and sen-S€ct- 2.2.4 is achieved by using the scaiaget to 0 for all
sitive exploration of the model space than is possible withf@ctor profiles.

e.g., the global fpeak tool (Paatero and Hopke, 2009). For2.2_6 Constrained matrices FG: pulling approach
this reason, we developed a user-friendly interface (Fig. S1 (pulling)

in the Supplement), SoFi (Source Finder), to facilitate the

the ME-2 model. Three different approaches were exploitedint the model that pull profile factor elements towards pre-

i.e., the chemical mass balance (CMB), thealue, and the  defined anchor values (here shown for a row of the mérix
pulling technique, using the bilinear model based on the cri-gpyy.

terion of positive entries i andF. The application of these o

techniques is described in detail in Paatero and Hopke (2009}, = fj +71;. )
and only a brief description is presented here. In addition, .
this interface allows the user to run the PMF algorithm In Eq. (_9)’af_ represents the anchor to which the.model
with/without the above-mentioned constraining techniquespuIIS the 'tefa“ve valuef;, anq rj represents thg rggdual.
for combined data sets, e.g. particle and gas-phase data, in tﬂ,—@e anchor is a known va]ue mtrodyced asapriorn |nfc_)r.ma-
robust mode. This technique was first tested using a pseud on by the user. The pulling equations create an additional

robust approach by Slowik et al. (2010). Crippa et al. (2013a)2uXiliary term Q3" that is added toQ™. Thus, if pulling

exploited this interface to perform a combined source ap_equatlons are intraduced, the mo_del .W'” minimize the argu-
ment of O with respect to all entries in the matric€and

portionment on ambient AMS and PTR-MS (proton transfer _’
reaction mass spectrometer) data from the Paris 2009/2010

campaign entirely in the robust mode. afggnjﬂQ> — arg(r;nlipr(Qm + Qauwx, (10)

s&-2:4 Fully constrained matrix F: chemical mass
balance (CMB)
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The term ofQ3"* has a conceptually similar aspect@y’: to Paatero (2004) a variable should be regarded as explained
) only if the UEV for that variable is less than 25 %.
03X — Z<r_k> . (11) Besides these mathematical instruments, it is crucial to
T \Sk compare the model output with measurements or reference

. ) ) values that were not included in the model solution. This aids
The index; has been replaced lyin Eq. (11), sincé de- i the selection and verification of the factor solutions.

notes the index of the pulling equations added to the model | grder to test the aforementioned rotational approaches,
(over many factor profiles/time series). The pulling param-ye ysed a data matrix containing the winter data from down-
eters; specifies the softness of the pull. The smafiebe-  town Zurich measured with the ACSM from both 2011 and
comes, the higher the impact g of the kth pull within 2012 The measurement error matrix was calculated accord-
the iterative process. The pulling approach is a sensitive tech-mg to the method of Allan et al. (2003a, 2004), th¢z 44-
nique in that, if the pulling equation is not compatible with re|atedin /z’s and weak and bag /z's were downweighted
the specific data matrix, the decrease@#™™ (Eq. 11) ob-  and a minimum error was considered for the uncertainty of
tained asf; reaches its anchor valug (Eq. 9) is negligi- ) points in the data matrix as in Ulbrich et al. (2009). In ad-
ble compared to a larger increase@? (Eq. 2); consequen-  jtion, the measurement uncertainty for points with a signal
tially, the pull falls off. Adding known factor profiles/time g5 noise 6/N) smaller than 2 (weak variables) andsaN
series and using the pulling technique might be seen as amgjler than 0.2 (bad variables) were increased by a factor of

“soft” and self-regulating constraining technique. Generally, 3 and 10, respectively, as in Ulbrich et al. (2009).
the user provides the total acceptable limits®¥, denoted

as d2. Changing these limits and the pulling parameter
allows the user to monitor the change@" and to judge its

i 3 Results
acceptability.

2.2.7 The correct solution and number of factors 3.1 Unconstrained matrices G and F (PMF)

Generally, increasing the number of factors decregsasd The first step' In the source .apport|onment. an‘.”dyS'S was to
perform the bilinear model without any a priori information

the ratio of Q to , due to the additional degrees of free- ! . .
dom of theQmong(,axapllowing a better fit to the ?neasured ma-n the modeled matrices (PMF) for different numbers of fac-

trix. However, these additional factors may not be physicallytors’ €.g., One to ten factors, to estimate an environmentally
meaningful. As a first metric in judging the correct number reasonable number of factors. PMF analysis of aerosol mass
of factors, Paatero and Tapper (1993) recommended considsf’ecltra‘2 has p)zrevpusll)é pehen delscrzlbed n dztal! (ﬁ.g., Lanz
ering the size of the decrease@br 0/ Qexpas a function of et al,, 2007, 2010; Ulbrich et al., 2009), and similar met-
added factors, rather than its absolute value. Changgsin ¢S for determining the appropriate number of factors were
0/ Qexp Over different model runs of a few percentages areemployed in this study. .Specn‘lcally, the solution was cho-
acceptable, if the model solution is enhanced. If the differ-SEN Pased on an analysis of the dependend@/@exp and

ence is however, of tens of percentages, further investig(:ltiortlﬂe explamgd variation n the number of.factors, as well as
is required. the correlation of the retrieved factor profiles and time series

In addition to theQ — analysis, Paatero (2004) introduced with reference spectra and collocated measurements. A five-

another metric based on the estimation of the measuremerﬁf'flctqr solution_was selected for fu_r_ther analysis. This S.O lu-
variation explained by the factors. The explained variationt'on is summarized below and additional details are provided

(EV) is a dimensionless quantity that indicates how muchin the Supplement (Sect. S6.2). PMF solutions with a higher

variation in time or variation in each variable is explained by number of factors are not considered, due to purely math-

each factor. As an example, the equation for the explainetf*matical splits of the factor profiles_ Ieaving _the EV almost
variation for theith point in time for the factot is given by: untouched and hence not representing additional sources.
The five-factor solution consists of three primary fac-

tors and two secondary factors. The primary factors
= are hydrocarbon-like organic aerosol (HOA), cooking or-
m P fork=1,...p. (12) ganic aerosol (COA) and biomass burning organic aerosol
X (X [gin fuj| +eij /i) (BBOA), while the secondary factors are semi-volatile oxy-
== genated organic aerosol (SV-OOA) and low-volatility oxy-
Similar equations can be formulated for the unexplainedgenated organic aerosol (LV-OOA). These factors have been
variation (UEV) by replacing the produgiy - fi; in the nu-  identified in many previous studies and only a brief descrip-
merator withe;;. Expressing the explained and the unex- tion of their most important characteristics is given here.
plained variation for a variablg as EVj; is done by simply  Factor mass spectra are shown in Fig. S2, the time series
replacing the sum overin the ratio with the sum ovetr If all are shown in Fig. S3 and the diurnal patterns are shown
variation is explained by the model, then EML. According  in Fig. S4. The HOA spectrum shows high signalratz

2 (|gik - fxj|/oij)
EVic = ‘
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Table 1. Overview of the different model runs discussed in this
study. The empty space indicates unconstrained information. The
parameters listed in the table indicate the strength of the constraints
for the corresponding model run.

Constraints
Model run  Secondary species  Primary species
PMF
CMB a value=0 a value=0
a value a value (0.1, 0.2,0.3)
pulling dQ =100,s (0.01, 0.015, 0.02, 0.05)

F. Canonaco et al.: The Source Finder (SoFi)

Q/ Qqexp
o =~ N W A~ O O

PMF
avalue 0.3
avalue 0.2
a value 0.1
avalue 0
CMB
pulling 0.01
pulling 0.015
pulling 0.02
pulling 0.05

PMF

Fig. 1. Values of 9/ Qexp for different model runs. The CMB run,
for which all factor profiles have been fixed, is almost double the
typical of aliphatic hydrocarbons (Canagaratna et al., 2004 other values.

Zhang et al., 2005). The time series and diurnal pattern of
HOA are correlated with traffic-related species like NO
CO, and BGasiic. The COA profile is qualitatively similar

to HOA but has higher/z 55 and lessn/z 57, similar to
previous results (Allan et al., 2010; He et al., 2010; Slowik
et al., 2010; Sun et al.,, 2011; Mohr et al., 2012; Crippa
et al., 2013b) and its diurnal cycle shows the characteris-
tic lunch peak at noon. The BBOA profile has significantly
higher contributions at/z 60 andm /z 73. These fragments
are characteristic of sugars such as levoglucosan (Alfarra et
al., 2007) which are released during wood combustion pro-
cesses. The BBOA diurnal pattern has higher contributions

1. application of user-specific rotations to search for so-

lutions that better describe the measured data matrix

2. addition of specific pulling equations on e.g. retrieved

factor profiles and/or time series from earlier uncon-
strained PMF solutions

3. utilization of a priori information, thus strongly reduc-

ing the rotational ambiguity.

This study investigates only the third approach, although

at night, consistent with domestic heating activities in win- the user-specific rotations and specific pulling equations are
ter. SV-OOA and LV-OOA have significantly higher contri- potentially valuable techniques and should be further inves-

butions atn/z 44, which is typically dominated by the (;O
ion. This ion results from the thermal decomposition and
fragmentation of highly oxygenated species such as organic
acids (Ng et al., 2010). Compared with SV-OOA, LV-OOA
typically has a higher mass fractionray z 44, suggesting a

tigated in future source apportionment studies.
3.2 Comparison of solutions constraining matrix F

3.2.1 Overview

more aged and less volatile aerosol. Their time series corBesides the PMF run using unconstrained matri@eand
relate with the time series of secondary species like sulfater described in the last section, the subsequent model runs

nitrate and ammonium aerosol.

constraining the matri¥, or parts of it, have been tested.

Note that while features of the factors described above carThe following runs are summarized in Table 1.

be identified from the PMF analysis, there is no unequivocal
apportionment of each factor to one specific source. Hence,
the labeled factors in Sect. S6.2 in the Supplement are only
indicative. For example, the characteristic COA peak at noon
is visible but rather broad between 08:00 and 12:00LT. The
primary factors HOA and COA both contain signal from
m/z 44 andm/z 60, suggesting that some biomass burning
aerosol may be apportioned to these factors. These features
reveal a mixed situation for the PMF factor solution. In order
to retrieve an environmentally satisfactory model solution,
further investigation of the multidimensional solution space
is needed. One possible method is to make use of the global
rotational parameter fpeak. Nonetheless, the outcome might
not always be satisfactory, as was the case for this study. The
ME-2 solver provides three alternative options for the explo-
ration of the solution space:

Atmos. Meas. Tech., 6, 3648661, 2013

— CMB, with all five factors fixed (see Sect. 2.2.4).

a value approach (see Sect. 2.2.5), where the primary
factors HOA, COA and BBOA were constrained and
the other factors left free. Different values were
tested, i.e., withz value 0 to 0.3 applied simultane-
ously to all constrained profiles. Note that awvalue

of 0 yields a “partial CMB” model where the primary
factors are fully constrained and the secondary factors
are fully free.

— pulling approach (see Sect. 2.2.6), where the primary

factors HOA, COA and BBOA were constrained and
the other factors left free. The parameters tested were
dQ =100 and softnesss) between 0.01 and 0.05.
Since d) stayed invariant, the only value reported for
the pulling runs in the following graphs is the softness

(s).
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1.0 4

0.9 R°LV-00A vs. S0,
0.8 —_— RZHOA vs. NO,
The primary factors (HOA, COA, BBOA) employed have 07 — R HOAVS. BCiur.

0.6 4

]

—— RBBOAVs. BC,,

been taken from Crippa et al. (2013b), an unconstrained PMF £ |
analysis in which the primary sources have successfully bee & o
separated, and the secondary factors (SV-OOA, LV-O0A) © gz:
were the averaged mass spectrareported by Ng etal. (2011

Pearson)

N

I
c

7

0.1 —

Figure 1 showsQ/Qexp for the mentioned runs. This 00t

F__

, L o - o @ = » u %
graph and the successive ones are structured such that moc 2 c oo g =25 282 2
| . . . o $ 8 8 3 © o © o o &
runs with weaker boundaries (i.e., with largewvalues or T T8 Oz £ o £ E
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with stronger constraints are inside. Therefore, PMF repre-
sents the outer edge and CMB is in the center. Note that fofig- 4. Correlationsk? (Pearson) between the time series of se-
the a value approach, the value in the graph indicates thdected factors and the time series of e>_<te_rna| data as a function of
lower and upper limit. For the pulling runs, the value reportedtrzzemn?gﬁ\'/irr‘:)r:rhg:glrlesr:g;ﬁggiéegom:gEsthe two rectangles rep-
stands for the softnessof the pull (dQ is constant at 100). y '
The CMB resglt has the worst com_patibility With the MEeA-  As mentioned in Sect. 2.2.7, an important criterion — along
_sured data matrix, as shown by the h'ngeXp ratio. This with the O/ Qexp and the explained variation — for judging
IS .also reflected in the plot of the explamed variation (I.EV) acceptable source apportionment solutions is the compari-
(Flg' 2)' where the CMB run ShOW.S the h|gh_est unexplalnedson with external information. Figure 4 lis®? (Pearson)
Ya”a“o’? (QEV.)' In general there is a qonS|derabIe chang or the correlations between the time series of HOA with the
in the distribution of EV between the different model con- traffic species NQ and BGafic as well as between BBOA
figurations. In particular, the EV for the secondary speciesand BGuood burmingand ben/\r/aeﬁécn LV-OOA and NR-PM1. sul
_ _ H H HH 00 urning - - -
S\./ OOA and. LVCC:)(;): ;_fgfs S(Ijgngflgi?tlil. The EV fpr trt1e| fate as a function of the different model solutions. Accept-
primary species ' an Stays approXimately o e correlation values fall within the black rectangle. Note
constant for thez values runs between 0 and 0.2 and the that, althoughk? (Pearson) for BBOA with By is high-
pu_Illlrr:g runs between 0.01 atmci_0.0Z;c Il fact functi est for the pulling model run witk = 0.05, this run is still
¢ "e m(ejar|1 mass corrllcen ra Ilg'n 03aThact:)|rs ES atuncl 10 ejected due to the other degraded correlations, in particular
0 g. rr;o ed“::r.]s 'j ‘:‘_j OW? n Fg. S. teII ack rec abr;g S that for the traffic factor HOA. Further support for identify-
In Hg. (an ' 719 ) denote environmentally reasonable SO'ing the model solutions within the rectangles as environmen-
: . Eially reasonable is provided by the analysis of the diurnal
approach lacks in representing the measured data, due to t ?/cle of HOA and COA (Sect. 3.2.3 and in the Sect. S6.4 in
very decreased explfauned mass compared 1o the o_ther MO%re Supplement), where the expected diurnal patterns for the
els, as already mentioned for Figs. 1 and 2. In addition, thet

" distributi fih tributions o the f raffic and cooking factors can be found. The absolute mean
continuous redistribution 6T'the mass contributionsto € Ve, 4 o | tive mass concentrations for all selected solutions are

factors as the tightness of constraint changes is also apparelgtl.]oWn in Table 2. The high standard deviation for BBOA

indicates that the apportionment of this species is more un-
certain, while COA and HOA show very little variation.
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Fig. 5. Factor profiles of the five factor solutions HOA, COA, BBOA, SV-OOA and LV-OOA as a functienvailue (left panel) and pulling
strength £) for solutions classified as environmentally reasonable. Different solutions are represented by different symbols, with circles and
triangles being the most and least constrained, respectively.

Table 2. Absolute and relative mean factor mass concentrations av-3.2.3 Comparison of factor time series
eraged over all environmentally reasonable model runs.

Diurnal cycles for the environmentally reasonable model so-

Factor meaﬂ:ls_tg.dev./ meatt %/std.dev./ . ratio of S|/t$ lutions are shown in Fig. 6. In addition, NGnd BGafic
hgm ° ev. to totallb are plotted together with HOA, while B is plotted with

LV-O0A 3.20+0.22 50.0£3.5 7.0 BBOA.

SV-00A 1.36+0.08 21.2£1.2 5.7 . .

BBOA 0.824 0.16 128825 19.5 The diurnal tre_nds of HOA, NQ and BQrafﬁc are highly

COA 0.48+0.05 7.5+0.08 1.1 correlated. The diurnal cycle of the cooking factor COA man-

HOA 0.54+0.05 8.5 0.08 0.9 ifests a strong peak during meal activities, similar to COA

factors found in other source apportionment studies con-
ducted on NR-PM1 data in other cities such as Barcelona
(Mohr et al., 2012) and Paris (Crippa et al., 2013b). In addi-
tion, the fact that the diurnal cycle over the weekends man-
Figure 5 shows the factor profiles of all environmentally ifests only a small bump at noon for the cooking factor,
reasonable model solutions. Models based:oralues and ~ while the morning traffic peak has totally disappeared, rein-
pulling equations are shown in the left and right column, re-forces the interpretation of a successful separation of the two
spectively. Different constraint levels are shown by different sources, HOA and COA (Sect. S6.4.3). BBOA is correlated
symbols. As noted in the previous section, the selected soluwith BCuwood buming@nd is highest at night, consistent with
tions lie in a relatively small range of values (0-0.2) and domestic heating activities and previous measurements in
strong pulling strengths (0.01-0.02). Zurich (Lanz et al., 2008). The diurnal cycle of SV-OOA
As seenin Fig. 5, there is no significant variation of the pri- is anticorrelated with temperature, suggesting that the fac-
mary factor profiles HOA, COA and BBOA as a function of tor represents semivolatile material which is influenced by
the different model runs, due to the imposed tight constrainttemperature-driven partitioning; the diurnal cycle of LV-
By contrast, the unconstrained factors, especially SV-OOAOOA, by contrast, does not show strong diurnal trends.
show more model-dependent variation. In particular, the high
variation ofm/z 43 in SV-OOA highlights the high uncer- 3.3 Comparison with a previous source apportionment
tainty in apportioning this variable. Figure 3 highlights the study
fact that moving from a constrained run to a less constrained
situation, apportions less mass to LV-OOA and more in SV-In the past, the ME-2 solver has already been used to con-
OOA as well as to the three primary factors HOA, COA and, strain a hydrocarbon like factor HOA for a few weeks in
in particular, BBOA. This is evidenced in the factor profile winter in Zurich (Lanz et al., 2008). In that study, thealue
with the increase oz /z 44 in SV-OOA for less constrained leading to an acceptable solution was at 60 %. The lower and
model runs. higher limits themselves depend on the constrained factor

3.2.2 Comparison of factor profiles
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Fig. 7. CorrelationsR? (Pearson) between the time series of se-
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the global fpeak tool used for the exploration of the solution based
on the unconstrained PMF run. The repori@dQexp values are
within the range of the constrained runs. The value in the middle
represents the unrotated case (fped).

BBOA| [avalue puling profile. The profile used in our study has a substantial contri-
e v 8;8]5#,\/‘,025 bution (1.4 %) ofn/z 44, the same variable which occurs in
' —— 20% —A— 0.02

concentration / pg-m

0.0

T
8 10 12 14 16 18 20

hours of day

22 24

almost all factor profiles. Therefore, a largevalue would
easily lead to a mixing situation which is avoided by us-
ing only smallera values. This was not the case for the
constrained factor deployed in Lanz et al. (2008) where no
m/z 44 was present at all (0%). In that study, the source
apportionment over three weeks led to three factors, HOA,
BBOA and OOA. The diurnal cycle of their HOA showed
a lunch peak, revealing a possible contribution of the COA

SV-00A ,f% factor. This conclusion is reinforced by the fact that the mass
e T g contribution for their HOA was between 3 and 13 %. Our
2 8 contribution when merging COA and HOA together varies
,% © between 7 and 18 % (Fig. 5). In addition, they could not sep-
£ B Va'g;) arate OOA into SV-OO0A and LV-OOA, most probably due to
§ 10% the small temperature range § to 8°C) during those days.
" puling By contrast, the temperature range for this study3.5 to
o) T 00 18.1°C) was sufficient to allow a separation of SV-OOA and
hours of day 0.02 LV-OOA within the source apportionment.
avalue
. 8 — 0%
® M | = 10% . .
£ W, | = 20% 4 Discussion
4 pulling
= —e— 0.01
£ . oo 4.1 Uncertainty in bilinear model results
§ As discussed in the previous section, the bilinear PMF al-

Fig. 6. Mean hourly factor mass concentrations for solutions classi-
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gorithm containing constraints i solved by the ME-2 en-
gine yields a set of environmentally reasonable solutions
which definitely improve the source apportionment. Note
that the fully unconstrained PMF run did not even fall into

fied as environmentally reasonable. Open and closed symbols déhe range of environmenta}lly acceptable 30|Uti0”3-_ While
note a value and pulling solutions, respectively. Symbol shapesthe constrained ME-2 solutions have many features in com-

indicate the level of constraint, with circles being the most con- mon, the reported profiles and mass concentrations differ (see

strained and triangles the least. N@Ciraffic and BGyood burning Table 2, Figs. 5 and 6). This variation reflects the model

are shown for comparison. uncertainty for the bilinear system. Rotational techniques,
such as the value approach, pulling equations or individual
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rotations as well as the frequently used global rotational toolsions, but rather span the range of aging processes in a spe-
fpeak are tools for the quantitative assessment of the bilineacific location during the measurement time. Thus, it is diffi-
model uncertainty. cult to match this evolution with auxiliary data. However, this
An additional source of uncertainty in the model results, topic is under study and more information will be provided
derives from the selection of the anchoring factor profilesin future studies.
and the magnitude of their constraints. The effects of the The user should in any case perform sensitivity tests on the
latter are evident from the CMB result (see Sect. 3.2.1). Intightness of the constrained factor profiles/@lue or pulling
particular, the mass contribution of the SV-OOA factor was parameters), to assess the environmentally reasonable solu-
almost negligible. This occurred because the profiles werdions, and present this range rather than only a single solu-
completely fixed, leaving the model with no chance to adapttion. As stated in Sect. 4.1, these parameters highly depend
the SV-OOA profile to the measured data, and resulting inon the anchoring profiles employed, and thus no limits for
the highest unexplained variation (UEV) as shown in Fig. 2.these values can be suggested at this stage. However, in gen-
However, a semi-volatile fraction has been modeled for theeral the increase af)/ Qexp should not be larger than a few
a value, pulling, and even the PMF approaches. This underpercentages as already stated in Paatero and Tapper (1993).
lines the fact that if an anchor profile is too tight, a legitimate  Crippa et al. (2013c) performed the source apportionment
factor can be excluded from the model result. with the ME-2 engine on the AMS EUCAARI (European In-
The effect of choosing various factor profiles is high- tegrated project on Aerosol, Cloud, Climate, and Air Quality
lighted by the comparison with the results of Lanz et Interactions) data measured in 2008/2009, with the aim of
al. (2008), in which winter AMS data from Zurich was ana- possibly standardizing the method of source apportionment
lyzed using a constrained HOA factor profile with@amalue ~ on NR-PM1 data with ME-2.
of 60 %. This value is considerably higher than the maximum
a value of 20 % selected in this study. The difference in the4.3 Comparison between the PMF2 and the
requireda value for these two studies is likely due to the ME-2 solver
choice of HOA factor profile itself. In the present study, the
employed HOA anchor profile has a non-zero contribution inAs discussed in Sect. 2.2.2, a fundamental difference be-
m/z44 (1.4 %). Most probably, a largevalue would lead to  tween the PMF2 and ME-2 solvers their ability to explore the
a mixing situation based on the variallg/'z 44, which we  solution space. PMF2 utilizes the global fpeak tool, which
avoided in this study by using only smallervalues. This  allows rotations in only a single dimension of the multidi-
was not the case for the constrained factor used in Lanz emensional space. The limitation of this tool is summarized
al. (2008), as n@:/z 44 was present at all (0 %). in Fig. 7. TheR? values of LV-OOA, BBOA and HOA with
However, testing the influence of different anchoring pro- their external tracers as a function @f Qexp as the fpeak is
files and the tightness of their constraints, before a solutionvaried, are reported in Fig. 7. The fpeak range was chosen as
fails to be environmentally interpretable, is ongoing and will such to allow for an increase 6f/ Qexp Similar to that of the

be methodically discussed in a future study. constrained approach using ME-2. The dashed lines in this
graph represent the meak? values of the modeled ME-2

4.2 Recommendations for ME-2 analysis of aerosol solutions in the boxed regions in Fig. 4. Figure 7 shows that

mass spectra the ME-2 solutions equal or outperform the best available

PMF2 solutions for all factors. A particularly large improve-
Currently, there is very little research regarding the inclu- ment is evident for HOA, most likely due to the improved
sion of a priori information in the source apportionment for separation of HOA and COA by constraining these factors.
aerosol mass spectrometer data. The scope of this work i$hus, there is no guarantee that the environmentally optimal
to facilitate the source apportionment in this respect by testsolution can be retrieved through the PMF2 solver; it may be
ing, in a semi-automatic way, different rotational tools of the an inaccessible rotation in the PMF solution space. This lim-
ME-2 solver with the user-friendly graphical user interface itation does not exist for the ME-2 solver, where all rotations
SoFi. are accessible.

Generally, the user can anchor factor information (profiles The ME-2 solver provides the user with a tool for eas-
or time series) and easily vary the tightness of the constrainily entering a priori information in form of, e.g. known fac-
while monitoring the various criteria for the evaluation of a tor profiles, similar to the tests conducted in this study with
solution (see Sect. 2.2.7). Based on the experience gained ife primary factor profiles (HOA, BBOA and COA). Further-
this study, we recommend that one constrains the primarymore, it enables the full exploration of the solution space ex-
factors (HOA, COA, BBOA) for NR-PM1 source apportion- ploiting the individual fpeak tool or the pulling equations. We
ments whenever the unconstrained PMF run reveals indicaare actually systematically testing the exploration of the so-
tions for such sources in the model result and/or in the cordution space based on the pulling equation for AMS data, and
responding residuals. In first runs, the secondary species cdts advantages for AMS source apportionment studies will be
stay unconstrained, since they do not represent specific emigpresented in a future work (Canonaco et al., 2014).
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