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Abstract. Mixing ratio measurements of atmospheric tracers
like CO2 can be used to estimate regional surface-air tracer
fluxes using inverse methods, involving a numerical transport
model. Currently available transport models are either global
but rather coarse, or more accurate but only over a limited
spatial and temporal domain. To obtain higher-resolution
flux estimates within a region of interest, existing studies use
zoomed or coupled models. The two-step scheme developed
here uses global and regional models sequentially in separate
inversion steps, coupled only via the data vector. This pro-
vides a nested atmospheric inversion scheme without the ne-
cessity of a direct coupled model implementation. For exam-
ple, the scheme allows an easy nesting of Lagrangian models
with their potential of very high resolution into global inver-
sions based on Eulerian models.

1 Introduction

“Atmospheric transport inversions” are a tool to estimate the
surface-atmosphere exchange of biogeochemical trace gases
based on atmospheric mixing ratio measurements and a nu-
merical transport model. This method is widely used, e.g.,
for atmospheric CO2 (Enting et al., 1995; Bousquet et al.,
2000; Rödenbeck et al., 2003; Baker et al., 2006, and many
others). Since atmospheric transport links any location on
Earth within less than one year, the inversion problem is in-
trinsically global, such that a global transport model and a
global flux representation need to be used. On the other
hand, both atmospheric transport and the source/sink pat-
terns of CO2 (or other biogeochemical species) have signifi-
cant variability on fine spatial and temporal scales (less than
kilometres or hours, especially over continents) – neglect-
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ing this variability leads to considerable errors in the flux
retrievals (Gerbig et al., 2003a,b; van der Molen and Dol-
man, 2007; Pérez-Landa et al., 2007; Ahmadov et al., 2007).
However, given present-day computing capabilities, atmo-
spheric transport models are either global with grid resolu-
tions of no finer than about 2◦

×2◦, or of finer scale (down
to about 2 km×2 km) but only for a limited spatial domain
and temporal period. In the near future, we do not expect
the availability of models that could combine high resolution
and global/multi-year coverage.

Existing studies solve the problem by focusing on a do-
main of interest (DoI) and possibly a period of interest (PoI)
over which fluxes and transport are finer resolved. This can
be done using “zoomed” atmospheric transport models grad-
ually refining the grid resolution towards the DoI (e.g.,Peylin
et al., 2005), or nested models with higher-resolution insets
coupled along the boundary (e.g.,Peters et al., 2007).

The two-step algorithm presented here has been designed
with the following aims:

– The scheme is meant to allow completely independent
models to be used for global and regional transport. “In-
dependent” means that the two models do not need to
be of similar type, and, even more importantly, the two
models do not need to be run in a coupled mode (the
implementation of nesting capabilities can be rather in-
volved, and would be required for both the models and
their adjoints). An envisaged application is the com-
bination of a global Eulerian (gridded) model with a
Lagrangian (backward trajectory) regional model to re-
solve the flux field in the vicinity of the observations
with much higher spatial and temporal resolution at rel-
atively low computational cost (Lin et al., 2003; Gerbig
et al., 2003a).

– Nesting by any method poses several issues, that need to
be solved to sufficient approximation. Within the DoI,
for a prescribed surface flux field, different models (or
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nests of the same model with different resolutions) will
simulate different mixing ratio fields (e.g.,Geels et al.,
2007) – how to handle this mismatch? For a short PoI,
how to spin up the atmospheric mixing ratio field from
an unknown state? For example,Peylin et al.(2005)
were able to solve the spin-up problem in a 1-month in-
version using a SVD decomposition of the initial mix-
ing ratio field. Additional degrees of freedom could also
be introduced at the boundary (compareLauvaux et al.,
2008). The aim of the present scheme is to solve these
issues as accurately as possible, but also with as few as
possible changes to existing global or regional single-
model inversion schemes.

This paper describes the two-step recipe, and demonstrates
it with the TM3 transport model run on different spatial res-
olutions. The example region (DoI) is Europe where a rela-
tively dense observation network is available.

2 Method

2.1 Basic inversion scheme

Before describing the two-step approach, we review the “or-
dinary” (global) inversion process, thereby also introducing
the involved quantities. The method (“linear Bayesian in-
verse estimation”) is used in many atmospheric trace gas
studies. Some details of the present description refer to the
implementation for CO2 by Rödenbeck et al.(2003) and its
extensions described inRödenbeck(2005), but the nesting
scheme should also be applicable as an extension to other
implementations.

The primary input to the flux estimation is the observed
mixing ratioscmeas (vector of all individual measured val-
ues at different times and locations). Modelled mixing ratios
cmod that arise from a given temporally and spatially vary-
ing discretized flux fieldf are computed by an atmospheric
transport model. Formally, they can be written as1

cmod = Af + cini (1)

in terms of a transport matrixA. The values incmod are
sampled in the model for every individual time and location
where there is a measured value incmeas.

The inversion calculation seeks those fluxesf that lead
to the best match between observed and modelled mixing
ratios, in the sense that the value of the cost function

Jc =
1

2
(cmeas− cmod)

TQ−1
c (cmeas− cmod) (2)

1 Here, the initial conditioncini corresponds to a well-mixed
atmosphere with a given initial tracer mixing ratio; the flux-related
increments in mixing ratio since the start of the simulation will be
denoted by

1cmod = cmod− cini

is minimal. The (diagonal) matrixQc introduces a weighting
among the mixing ratio values (here involving assumed mea-
surement uncertainty, location-dependent model uncertainty,
and a data density weighting,Rödenbeck, 2005).

Generally, minimization of the above cost function would
be an ill-posed problem, which is usually remedied by adding
Bayesian a-priori constraints. This is done here by writing
the flux fieldf as

f = f fix + Fp (3)

(“linear statistical flux model”). The vectorp represents the
set of adjustable parameters, each of which acts as a multi-
plier to one of the columns of the matrixF. These columns
represent elementary spatio-temporal flux patterns (like ele-
mentary flux pulses or Fourier modes) composing the total
flux. Mathematical stability of the flux estimation is ensured
by adding a second term to the cost function,

J = Jc +
1

2
pTp (4)

As, by construction, the parametersp a-priori have zero
mean, unit variance, and are uncorrelated, this corresponds
to introducing a Bayesian a-priori probability distribution
for f with mean (“best-guess”)f fix and covariance matrix
Qf ,pri = FFT.

The cost functionJ is then minimized with respect to the
parametersp (here using a Conjugate Gradient algorithm
with re-orthogonalization,Rödenbeck, 2005).

2.2 Nesting

The two-step scheme to be presented considers nesting both
in space and time:

Spatially, fluxes are meant to be estimated only within a
domain of interest (DoI), but with finer resolution.

Temporally, the period of interest (PoI) might be as short
as one year or less. The PoI is nested into the full period (FP)
that includes at least some additional time for spin-up at the
beginning, such that the artificial initial condition has been
“forgotten” by the start of the PoI (here, the spin-up time
is chosen to be one year, corresponding to the mixing time
of the global atmosphere). (The temporal resolution of the
flux is not increased as the iterative solution can technically
handle any time step already).

Restricting the inversion calculation to the DoI/PoI makes
the use of a high-resolution model (Lagrangian or mesoscale
Eulerian) feasible, but then only the data information from
inside the DoI/PoI is available. The nesting algorithm there-
fore needs to supply the missing information from the data
outside the DoI or before the PoI, at least to a good approxi-
mation.

2.3 Motivation of the two-step nesting scheme

To motivate how the algorithm will do this, we first consider
in which way our target quantity – the fluxesf reg(x, t) within
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C. Rödenbeck et al.: Two-step regional inversions 5333

the DoI/PoI – is reflected in the regional mixing ratio signals.
The (regional) mixing ratio fieldcreg within the DoI/PoI is
written as a superposition

creg(x, t) = c
reg
trans(x, t) + c

reg
cis(x, t) (5)

of two contributions:

1. The “cis”-contributionc
reg
cis(x, t) is the mixing ratio of

all tracer substance that originated from sources/sinks
f reg(x′, t ′) located within the DoI and occurring during
the PoI, and that arrived at locationx and timet without
ever leaving the DoI (hereafter called I�I pathways);

2. The “trans”-contributioncreg
trans(x, t) is the mixing ratio

of all tracer substance that entered the DoI/PoI across
its boundary, either originating from fluxes outside the
DoI/before the PoI (O�I pathways), or originating from
fluxes inside the DoI/PoI but temporary having left it
(I�O�I pathways).

This split of the regional mixing ratio field exists because
the underlying continuity equation is linear (see AppendixA
for details).

Importantly, the trans-contribution depends only very
weakly on the regional fluxesf reg(x, t): Except for some im-
mediate re-circulation close to the boundary, signals related
to f reg(x, t) only re-enter the domain as part of the global
background, with any structure smoothed out. Therefore, the
regional fluxesf reg(x, t) essentially lead to a large-scale off-
set toc

reg
trans(x, t) only. In terms of local gradients or variabil-

ity, it is only the cis-contributioncreg
cis(x, t) that reflects the

fine structure off reg(x, t).
An inversion as sketched in Sect.2.1 above inverts the

link between the global fluxes and the global mixing ratio
field: the gradients and changes in a set of mixing ratio
data are used to estimate the fluxesf (x, t). As the regional
fluxesf reg(x, t) are essentially linked to the cis-contribution
only, the idea of the two-step scheme proposed here is to
first (approximately) remove the influence of the smooth
trans-contribution from the regional data. Then, in a sec-
ond step, the regional inversion can simply be done with a
zero-influx regional transport model which just simulates the
cis-contributioncreg

cis(x, t) (AppendixA).
In the remainder of this Sect.2, the scheme is presented

just algorithmically, while Sect.4 will illustrate its function-
ing, discuss the involved errors, and quantify the goodness of
approximation.

2.4 The recipe of the two-step nesting scheme

To facilitate the following description, see Fig.1 for an
overview. The scheme involves several independent trans-
port models as defined in Table1.

2.4.1 Step 1

The first step consists in an ordinary global inversion as of
Sect.2.1, done with all available data and the global transport
modelAglob

coarse(see Table1). Its result is the global coarse-
resolution flux estimatesf 1 over the FP.

2.4.2 Intermediate step: The “remaining mixing ratio”

Based on the resultsf 1 of the step-1 inversion, two forward
runs are performed:

1. A normal run of the global transport model (over the
FP), yielding modelled mixing ratio increments

1cmod1 = Aglob
coarsef 1 (6)

(By construction,cmod1 = 1cmod1 + cini will closely
match the datacmeas.)

2. A run of the manipulated “regional” coarse-grid model
Areg

coarse(Table1), starting with zero mixing ratio at the
beginning of the PoI. The resulting modelled mixing ra-
tio increments

1cmod1,cis = Areg
coarsef 1 (7)

will only give the cis-contributions (I�I) inside the
DoI/PoI (and can be considered zero at all sites outside).

Then, a “remaining mixing ratio”

1cremain = cmeas− (1cmod1 − 1cmod1,cis︸ ︷︷ ︸
1cmod1,trans

+cini) (8)

is calculated for all observational sites inside the DoI/PoI. It
represents the data diminished by the trans-contribution to
the mixing ratio as calculated by the global model from the
fluxesf 1.

2.4.3 Step 2

Finally, a second inversion run is performed, that differs from
the step-1 inversion in two main aspects:

– The coarse modelAglob
coarse is replaced by the high-

resolution regional transport modelAreg
fine, and all fluxes

are represented on fine resolution.

– The data vectorcmeasis replaced by the “remaining mix-
ing ratios”1cremain from the DoI/PoI.

In addition, some secondary changes are required, because
the restriction of the fluxes to the DoI and PoI affects the
a-priori correlation structure of the inversions. Details are
described in AppendixB. In all other aspects, step 2 is tech-
nically just an ordinary inversion as step 1.

The resultsf 2 of the step-2 inversion give the final high-
resolution flux estimates within the DoI/PoI.
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Fig. 1. Schematic overview of the individual steps of the algorithmdescribed in Sect. 2.4.

Fig. 2. Map of the domain of interest (DoI) of the example inver-
sions, showing the measurement sites used in the estimation, as well
as the integration regions for post-processing.

Fig. 1. Schematic overview of the individual steps of the algorithm described in Sect.2.4.

Table 1. Definition of the independent transport models that play
a role in the 2-step nesting scheme (symbolized by their transport
matrices).

Aglob
coarse A global transport model on a coarser resolution, that

can be run for the full multi-year period (FP).

Areg
fine A higher-resolution model simulating only the DoI

(and only running during the PoI). The model is run
with simple zero boundary (and initial) conditions,
such that all tracer substance leaving the DoI is lost,
and no tracer (re-)enters over the boundary (i.e., it only
simulates the cis-part of the mixing ratio field arising
from I�I pathways).

Areg
coarse A manipulated version of the global modelAglob

coarse,
which mimics the regional model in only simulating
the cis-part of the mixing ratio field arising from I�I
pathways (implemented here by setting the 3D mix-
ing ratio field outside the DoI/PoI to zero after every
transport or emission time step, see AppendixA).

Aglob
fine A hypothetical transport model that has both higher

resolution and global coverage, as the conceptual
benchmark.

2.5 Demonstration of the scheme

The feasibility and the errors of the scheme have been
checked by numerical test cases, using a CO2 inversion as
an example.

The conceptual benchmark for any nesting scheme are
the results of an (ordinary) inversion with the global high-
resolution transport modelAglob

fine (Table1). Of course, this
will not be feasible computationally in a real application.
The global high-resolution flux estimates from the bench-
mark will be denotedf B, and the mixing ratios modelled
from these fluxes using the same global high-resolution
model are1cmodB = Aglob

fine f B with 1cmodB,cis = Areg
finef B and

1cmodB,trans= 1cmodB − 1cmodB,cis being their cis- and trans-
contributions, respectively.

In the example cases, the transport model TM3 (Heimann
and Körner, 2003) driven by NCEP reanalysis (Kalnay et al.,
1996) has been used. As this model can be run on different
spatial resolutions,Aglob

coarseis provided by the TM3 model on
a coarser resolution, while TM3 on a finer resolution does
provide a benchmark modelAglob

fine here. A “regional model”
Areg

fine is obtained by applying the cut-out manipulation (as for
Areg

coarse, see Table1 and AppendixA) to the higher-resolution
modelAglob

fine . The particular TM3 resolutions used in the ex-
amples are given in Table2, together with the different time
periods of the runs.

Two tests (A and B) are presented in this paper, that mainly
differ in the kind of data: Test B uses real data, measured
by various institutions. There are both flask data (mainly
weekly sampling) and in-situ data (hourly averages, selected
for day time and variability less than 1 ppm/h). In contrast,
test A uses synthetic data created by a forward run of the
global higher-resolution benchmark modelAglob

fine , such that
the correct answer of the inversion is explicitly known. The
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Table 2. Characteristics of the two test inversions (for their detailed
meaning see Sect.2)

Test A Test B

TM3 res.a Aglob
coarse, Areg

coarse ≈8◦
×10◦

×9 ≈8◦
×10◦

×9

TM3 res.a Areg
fine, Aglob

fine ≈4◦
×5◦

×19 ≈1.8◦
×1.8◦

×28

Period of interest (PoI)b 2000–2006 2006
Full period (FP)b 1999–2006 2005–2006
Data syntheticc measurements

a Resolution given as latitude× longitude× number of layers
b Years inclusive
c Synthetic mixing ratios are used at the same time instants and locations as the
measurements

10 C. Rödenbeck et al.: Two-step regional inversions

Fig. 1. Schematic overview of the individual steps of the algorithmdescribed in Sect. 2.4.

Fig. 2. Map of the domain of interest (DoI) of the example inver-
sions, showing the measurement sites used in the estimation, as well
as the integration regions for post-processing.

Fig. 2. Map of the domain of interest (DoI) of the example inver-
sions, showing the measurement sites used in the estimation, as well
as the integration regions for post-processing.

fluxes used to create the pseudo-data (“known truth”) com-
prise daily fossil fuel emissions, terrestrial net ecosystem ex-
change (NEE), and ocean exchange2. Importantly, the time
points and locations of the synthetic data are the same as
those of the real data, such that they represent the same
amount of atmospheric information as in a real inversion.

The domain of interest (DoI) in both tests is Europe and
some surrounding areas (15◦ W–55◦ E, 30◦ N–85◦ N). The
measurement sites are shown in Fig.2 (Europe only; there

2 Daily terrestrial NEE is taken from the BiomeBGC model
(Trusilova and Churkina, 2008); daily fossil fuel emissions are
from Olivier and Berdowski(2001) (with weekly and seasonal
distribution functions), temporally extrapolated according to BP
statistics (BP); and oceanic CO2 fluxes come from an inversion
of ocean interior carbon data (sum of the anthropogenic fluxes
from Mikaloff Fletcher et al.(2006), the preindustrial fluxes from
Mikaloff Fletcher et al.(2007), and the river fluxes ofJacobson et al.
(2007)). The exact choice of the “known truth” is however not crit-
ical.

are 68 sites globally).3 As target quantity of the inversions,
we take the temporal variations of the fluxes integrated over 5
parts of the DoI (the colored regions in Fig.2). Temporally,
we will consider 3-monthly filtered anomalies or unfiltered
fluxes, respectively.

The inversion set-up (used for both tests) is very sim-
ilar to that described inRödenbeck(2005). Land fluxes
are estimated on pixel resolution, with exponentially de-
caying a-priori correlations on a scale of around 1000 km
(ocean: 2×2 aggregated pixels and around 1300 km corre-
lation scale). Temporally, the fluxes have daily resolution,
with a-priori correlations on a weekly scale. Fixed (a-priori)
fluxes comprise annual fossil fuel emissions (Olivier and
Berdowski, 2001), a constant NEE field (long-term mean of
the LPJ model,Sitch et al., 2000), and a constant ocean ex-
change field (fromGloor et al., 2003). The main difference
to Rödenbeck(2005) is a slightly tighter a-priori constraint
(sigmas smaller by factor 2.83). Moreover, there are no extra
seasonal components, as they would make less sense for a
1-year inversion as in test B.

3 Results

3.1 Test A – inverting synthetic data

Figure 3 shows flux time series from within the chosen
DoI/PoI to be compared for test A. The results of a global
inversion using the global higher-resolution modelAglob

fine (or-
ange line) are taken as the benchmark fluxes to be approxi-
mated as well as possible. A global inversion with the coarser
modelAglob

coarse(thin blue line) differs considerably from this
benchmark, a difference entirely due to the transport model
errors. However, when going from this step-1 inversion to the
step-2 resultsf 2 of the nesting scheme (thick purple line),
the error is considerably reduced. Although the agreement in
the temporal features with the benchmark is not perfect, the
differences are now rather small compared to the temporal
flux variability itself (see in particular the temporal standard
deviations in the right panel).

In addition, the errors arising from nesting can be set into
perspective with respect to the general errors of the inversion:
Since synthetic data have been inverted here, the correct an-
swer should be a reproduction of the fluxes (“known truth”,
black line) that have been used in the forward run creating
the pseudo-data. Even the benchmark inversion – for which
forward run and inversion use the same transport model such
that transport is effectively perfect – is not fully able to re-
produce the “known truth”, reflecting inherent limitations of
the inversion: the available information in the atmospheric

3Note that the data records of some sites do not span the entire
time period of test A. In a real inversion, this may lead to artificial
variations in time (Rödenbeck et al., 2003), but it should not be a
problem here as it would affect benchmark and two-step results in
approximately the same way.
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data set is incomplete (the mixing ratio is only known at dis-
crete locations and times), and the adjustable degrees of free-
dom built into the estimation do not contain all features of the
“known truth” (such as the variability on scales smaller/faster
than the applied a-priori spatial/temporal correlations). Im-
portant in the present context, however, is that the difference
between the step-2 results and the benchmark are similar or
smaller than their deviation from the “known truth”: Thus,
the nesting does not add a significant error to these inher-
ent limitations that even the global high-resolution inversion
faces.

3.2 Test B – inverting real data

This example tests the scheme in a situation closer to the
real application: inverting measured data, using a higher res-
olution for the TM3 model in step 2, and running the high-
resolution step only over 1 year. The results are shown with-
out temporal filtering in Fig.4. Again, this test shows the
clear improvements of the nested results over the results of
the coarser-grid inversion. In terms of the temporal standard
deviations, the deviations of the results of the step-2 inver-
sion from the benchmark are more than an order of magni-
tude smaller than the signal.

4 Discussion

4.1 How does the scheme work?

In order to illustrate the functioning of the scheme and the
nature of the approximations involved, Fig.5 (right panels)
shows mixing ratio time series at the example site Schauins-
land located well in the interior of the DoI. By construc-
tion of the inversion (step 1), the full modelled mixing ra-
tioscmod1 (upper panel, green) calculated from the optimized
fluxes f 1 fit the datacmeas (red) well, including the high-
frequency variability. In constrast, the trans-contribution
cmod1,trans to the mixing ratio (blue) is much smoother: It
only represents signals advected from the boundary which
have substantially been homogenized by atmospheric mixing
already. The trans-contribution does contain some synoptic-
scale variability related to transport, but all mixing ratio vari-
ability related to the detailed structure and variability of the
fluxes in the near field is contained in the cis-contribution
(see lower panel). Therefore, the cis-part of the mixing ra-
tio contains essentially the full information about the re-
gional fluxes. This reflects that local gradients (and short-
term changes) in the mixing ratio field mainly arise from lo-
cal sources or sinks, while tracer substance advected from far
away mainly leads to an offset only. Therefore, an inversion
based only on the cis-part of the mixing ratio is still informed
enough to retrieve the local flux structure.

What is subtracted from the data is only those contri-
butions that cannot be handled by the zero-influx regional

model. These contributions include, obviously, any re-
sponses to fluxes from outside the DoI or from before the
PoI [O�I pathways]. Somewhat more subtle, however, they
also include responses to fluxes from inside the DoI/PoI that
temporarily left the DoI [I�O�I pathways], re-entering the
DoI mainly as part of the background mixing ratio, after hav-
ing travelled around the globe. The reason why it is not
enough to eliminate the O�I contributions, becomes most
obvious considering the long-term mixing ratio trend: The
global trend is determined by the fluxes from both outside
and inside the DoI. This trend needs to be subtracted com-
pletely because the regional model cannot accumulate any
tracer over the years.

However, how well does the “remaining mixing ratio”
1cremain used in step 2 approximate the cis-part, given that
the subtracted trans-part is calculated from the coarse-model
step 1? For the example site, Fig.6 compares1cremain to
what it should be according to the global high-resolution
model (i.e., its counterpart in the benchmark inversion). The
deviation is indeed much smaller than the signal. This can
be understood as a general feature because (1) the full mod-
elled mixing ratiocmod1 already has a relatively good match
to the datacmeas by construction of the optimization, even
if there are considerable errors in the fluxesf 1 (see Fig.5,
upper panel, green vs. red)4, and (2) the most error-prone
contributions tocmod1 are the near-field contributions, which
are not part ofcmod1,trans and therefore are cancelling out in
1cremain, at least away from the boundary.1cremain is thus a
suitable approximation to the cis-contribution of the mixing
ratio. Tests A and B confirm this: If1cremain was substan-
tially contaminated by errors from the coarse model, then
the step-2 results in tests A and B would have deviated from
the benchmark results in a similar order of magnitude as the
step-1 results do. This is clearly not the case.

In addition to errors in1cremain
5, the deviations of the step-

2 results from the benchmark also arise from other issues:

– The a-priori covariance of the fluxes close to the bound-
ary is altered due to edge effects (disruption of correla-
tions, some changes in local a-priori uncertainly inter-
vals). This problem is less severe with suitable choice
of the DoI (see below).

4As an aside, this also confirms that the “remaining mixing ra-
tio” has to be calculated by the same (coarse) model as used in the
step-1 inversion: Using higher resolution in Eqs. (7) and (8) might
seem preferrable, but would in fact cause a mismatch between in-
verse and forward runs, thereby increasing rather than decreasing
the errors.

5The fraction of the deviations that are due to errors in1cremain
has been quantified by a modified step 2 where1cremain has been
calculated from the high-resolution model (benchmark) rather than
the coarse one (step 1). In terms of the standard deviations as of
Fig. 3 right panel, the deviations of this modified step 2 are smaller
than those of the original step 2 by about 2/3 in Western Europe
(closer to the inflow boundary), and by about 1/5 in the other re-
gions.
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C. Rödenbeck et al.: Two-step regional inversions 5337
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– The inversion misses the degrees of freedom just outside
of inflow boundaries for satisfying constraints at nearby
sites. However,1cremain is correspondingly smaller at
these sites (as at Mace Head shown in the left panels
of Fig. 5), because the response to the fluxes outside is
already part ofcmod1,trans. This issue is therefore just
part of the errors of1cremaindiscussed above.

– The termcmod1,trans in 1cremain (Eq. 8) statistically de-
pends on the data and the prior fluxes also inside the
DoI, causing two problems: (1) The (co)variances of
1cremain differ from those ofcmeas, yet step 2 uses
the same data uncertainty matrixQc; and (2) data and
prior fluxes in step 2 are not fully independent statisti-
cally, thereby violating assumptions of Bayesian infer-
ence. While the level of agreement between the inferred
fluxes to the benchmark in tests A and B already in-
dicates that the effect of these problems is sufficiently
small, we examined the calculated uncertainties of the
a-posteriori fluxes (Fig.8) because those would be af-
fected by wrong (co)variances more strongly than the a-

posteriori fluxes themselves. Nonetheless, Fig.8 reveals
only very small deviations of the a-posteriori uncertain-
ties as calculated in the step-2 inversion relative to those
calculated in the benchmark: The deviations are not
larger than the small changes in a-priori (co)variances
due to the spatial cut-out. (Larger deviations do occur
for areas closer to the eastern boundary of the DoI, but
this is where the inversion fails anyway due to lack of
data.) This is again related to the fact that the flux fea-
tures in the interior of the DoI are inferred by the in-
version from local mixing ratio gradients/changes, the
statistical properties of which are hardly altered by the
subtraction of the trans-part that is strongly correlated
across large scales. (Further confirmation comes from
the fact that the a-posteriori correlations between the
fluxesf 1 inside and outside of the DoI are small (not
shown).)

– The coarse-grid regional modelAreg
coarseneeded in Eq. (8)

has been emulated by the global model with the DoI cut
out (Table1). This may create some mismatch error if

Atmos. Chem. Phys., 9, 5331–5342, 2009 www.atmos-chem-phys.net/9/5331/2009/
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the lines of the coarse grid do not coincide with the DoI
boundaries (as is the case here because the finer TM3
grid is not a subdivision of the coarse one).

4.2 Applicability of the scheme

In tests A and B, the scheme provided a good approximation
to the benchmark fluxes, with errors small compared to signal
size, and in particular compared to the intrinsic inversion er-
rors as revealed by the deviations of the benchmark from the
“known truth” in test A. However, these results are specific
to DoI, data, set-up, transport model, and target quantities.
How general is this behaviour?

– In our examples, it is certainly advantageous that the
western (inflow) boundary of the DoI lies in the ocean,
such that no correlations of the land fluxes are disrupted
there. In general, therefore, if an inversion targets at
land(ocean) fluxes, the DoI boundary should as far as
possible cut in the ocean(land).

– Nesting makes naturally most sense enclosing an area
with relatively high density of observation sites, able to
sample the mixing ratio gradients within the DoI. The
DoI boundary should not be too close to any site, such
that the trans-contribution of the mixing ratio smoothes
out more.

– Edge effects on the a-priori correlations are less severe
with shorter correlation lengths. When the tests were
done using an inversion set-up with longer spatial cor-
relations, the performance of the scheme indeed dete-
riorated. Choosing shorter a-priori correlations is thus
advisable.

– Though the presented tests use related transport models
in steps 1 and 2, the scheme itself does not make any
assumptions on the nature and similarity ofAglob

coarseand
Areg

fine. The coupling only happens on the level of mixing
ratio vectorsc, no matter how they are represented in
the respective models. Therefore, we expect the scheme
to work with other pairs of models as well, including
Eulerian and Lagrangian ones.

In fact, the presented choice of test models represents
a rather harsh ordeal of the scheme, because the coarse
model performs actually quite poorly in representing the
fine-structure of the continental mixing ratio field (see
the mixing ratio residuals in Fig.7, blue line). In a
real application, the model for step 1 would of course
be chosen as fine as computationally feasible (e.g., the
standard≈ 4◦

× 5◦ resolution variant of TM3).

Numerically testing the scheme for a given pair of trans-
port models is, of course, difficult as soon as the bench-
mark becomes computationally infeasible. As a poten-
tial work-around, one could do the inversion in three

steps (global – larger DoI – smaller DoI), and try to per-
form the middle step both on coarse and fine resolution,
thereby creating a partial benchmark for the third step.

– The target quantities of the presented tests (regionally
integrated and possibly filtered fluxes) are common out-
put quantities of inversion studies, but other features of
the flux may be of interest as well. Analogous tests
could be done for any target quantity. However, we ex-
pect that the ratio between the additional errors from
the two-step scheme and the intrinsic inversion errors
would stay at a similar order of magnitude, as is the case
among the individual integration regions shown here.
(Note that errors generally rise for smaller integration
regions.)

4.3 Computational gain

The aim of any nesting scheme is to provide an approxima-
tion to a hypothetical high-resolution global inversion, where
CPU demands are sufficiently reduced to make the calcula-
tion feasible (while the additional errors remain sufficiently
small). The computational gain arises here

– because the spin-up period is mainly taken care of by
the coarse-resolution step 1, such that the PoI can be
shorter;

– because less iterations are needed for convergence of
the iterative solution (in test A, less than 20 rather than
30 to 40), due to the smaller number of constraints to be
simultaneously satisfied;

– and, most importantly, because the regional model only
has to be run within the DoI.

4.4 Calculating 3-D mixing ratio fields

A forward model run based on the flux results of an (ordi-
nary) inversion does not only yield mixing ratio valuescmod1

at the locations and times of the data, but a full 3-D mixing
ratio fieldc

glob
mod1

(x, t) (that, in analogy to weather forecasting,
could be called “analyzed” or “assimilated” mixing ratios).
In the case of the two-step scheme with an Eulerian regional
model, the corresponding 3-D mixing ratio field within the
DoI is the sum of the trans-contribution calculated from step
1 and the (cis-) contribution from step 2,

c
reg
mod2

(x, t) = c
reg
mod1,trans(x, t) + c

reg
mod2,cis(x, t) (9)

where c
reg
mod1,trans(x, t) can be obtained as a difference be-

tween full global fields and their cis-part.

5 Conclusions

This paper introduces a two-step scheme for high-resolution
flux estimation, by spatio-temporal nesting of a domain of
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interest (DoI) and a period of interest (PoI) into a global and
longer inversion. It does not require any zooming or nesting
capabilities in modelling atmospheric transport. Only rela-
tively minor work is needed to implement the scheme into an
existing (single-model) inversion system:

– The global transport model needs the option to only
simulate the cis-contribution within the DoI, e.g., by set-
ting the mixing ratio field outside the DoI to zero after
each model time step;

– suitable logic in the inversion system to replace the data
by a difference of modelled mixing ratios (1cremain);

– options to suitably manipulate the a-priori settings of
the inversion to accommodate the cut-out spatial and
temporal domain (see AppendixB).

Once done, essentially any pair of transport models can
technically be nested. Potentially, also a further refinement
by adding more steps on even higher resolution may be ap-
propriate.

According to our test examples, the two-step nesting
scheme approximates, within the domain of interest, the re-
sults of a hypothetical global high-resolution inversion with
for practical purposes fully sufficient accuracy. The function-
ing of the scheme can be understood mathematically in terms
of a split of the mixing ratio field within the regional domain
into contributions reflecting the local fluxes and smooth con-
tributions advected from the boundary.

Appendix A

The (global) mixing ratio fieldcglob(x, t) of a conservative
atmospheric tracer, given its sources and sinks (“fluxes”)
F(x, t) and the atmospheric transport, is a solution of the
three-dimensional, time-dependent continuity equation

T [cglob(x, t)] = F(x, t) (A1)

with initial conditions

cglob(x, t =0) = cini(x) (A2)

The transport operatorT is given by

T [ ] =
∂

∂t
%(x, t)[ ] + ∇ · v(x, t)%(x, t)[ ] (A3)

where% denotes the air density (moles per unit volume) and
v the 3-D wind vector6. In the present context, the fluxes will
mainly be surface sources/sinks,

F(x, t) = δ(z)f (x, t) (A4)

with Dirac’s deltaδ, the distancez from the surface, and the
2-D fluxesf (x, t).

If the consideration is restricted to the domain of interest
(DoI) and the period of interest (PoI), the (regional) mixing
ratio field creg(x, t) within the DoI/PoI is a solution of the
same continuity equation Eq. (A1), with the regional fluxes
only, but additional sources/sinks along the boundaries,

T [creg
] = F reg + Vin%cglob + Vout%creg (A5)

6The discrete representation of this operator in gridded numer-
ical transport models would additionally involve diffusional terms
to parametrize sub-grid processes. As such terms are linear as well,
however, they do not affect the discussion.
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where the second and third terms on the r.h.s. represent in-
flow from the global domain and outflow out of the DoI, re-
spectively, ensuring thatcreg(x, t) is identical tocglob(x, t)

within the DoI. Here we have introduced the transfer rate
V (x, t) perpendicular to the boundaries,

V := δ(n) n · v (A6)

(with n the distance from the closest boundary andn the nor-
mal vector pointing into the DoI), split into its positive and
negative parts,

Vin :=

{
V, V > 0
0, V ≤ 0

Vout :=

{
0, V > 0
V, V ≤ 0

(A7)

The trans- and cis-contributions can now be represented as
the solutions to

T [c
reg
trans] = Vin%cglob + Vout%c

reg
trans (A8)

and

T [ c
reg
cis ] = F reg + Vout%c

reg
cis (A9)

respectively7.
As discussed, the trans-contribution does not directly de-

pend on the regional fluxesF reg(x, t), except for their impact
on the global background contained incglob(x, t).

A regional transport model without any tracer inflow sim-
ulatesc

reg
cis(x, t). The same behaviour can be emulated in

a global model by setting the mixing ratio field to zero af-
ter each step: inflow will be zero (missing termVin%cglob

in Eq. A9), and any outflowing mixing ratio is cancelled
(negative-velocity termVout%c

reg
cis). This is what has been

done to obtain the regional coarse-grid modelAreg
coarse (Ta-

ble1).

Appendix B

In the implementation of the step-2 inversion, some sec-
ondary changes with respect to the usual inversion procedure
are necessary:

– As the fluxes are only defined within the DoI, suitable
modifications to the a-priori information are required
along the boundary.

In the flux model formulation used here (Rödenbeck,
2005), all the elementary spatio-temporal flux patterns
(the columns of matrixF, Eq.3) are cut at the boundary,

7The initial conditions at the beginning∂PoI of the PoI involve
an analogous split,

creg(x, t =∂PoI) = cglob(x, t =∂PoI)

c
reg
trans(x, t =∂PoI) = cglob(x, t =∂PoI)

c
reg
cis(x, t =∂PoI) = 0

such that the spatial correlations from inside to outside
the DoI are disrupted. However, the point-wise normal-
ization of Fp restores the pattern of a-priori sigma in-
tervals of the individual pixels. As our implementation
also involves a normalization according to the a-priori
sigmas of specific linear flux functionals (that extend
beyond the DoI and short PoI’s), corrective scaling fac-
tors had to be applied to ensure that the pixel-wise a-
priori sigmas are equal to that in the global flux model.

– The inversion runs only over the PoI (implying minor
changes to the temporal correlation structure near the
start/end of the PoI).

– The initial mixing ratio (at the start of the PoI) is zero,
and any degrees of freedom related to adjustments of
the initial mixing ratio are removed.

Note: In the step-2 inversion, both data and fluxes are only defined
within the DoI/PoI. In the numerical implementation, however, it
does not harm to keep the data outside the DoI because this would
just add a constant offset to the cost functionJc irrelevant to the
minimization. Likewise, if convenient, the flux fields may be im-
plemented globally because any fluxes outside the DoI would not
interfere with the step-2 estimation.
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