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Abstract. The fraction of charged nucleation mode particles conditions. The assessment procedure was illustrated using a
as a function of particle diameter depends on the particlefew examples of actual measurement sites with a more de-
growth rate and the proportion of particles formed via ion- tailed examination of the typical conditions observed at the
induced nucleation. In this study we have tested the applicaSMEAR Il station in Hyytala, Finland.

bility of recent data analysis methods to determine the growth
rate and the proportion of ion-induced nucleation from the
measured charged fractions. For this purpose we have conr |ntroduction

ducted a series of aerosol dynamic simulations covering a

wide range of atmospheric conditions. The growth rate andAerosol particles affect the radiative forcing budget of the
initial fraction of charged particles were estimated from sim- atmosphere directly by scattering solar radiation and indi-
ulated data using these methods and compared with the vatectly by affecting the properties of clouds (Seinfeld and
ues obtained directly from the simulations. We found that thepandis, 2006). Recent studies suggest that atmospheric nu-
data analysis methods used in this study should not be usegleation is the dominant source of the aerosol particles in
when the nuclei growth rate is less tharBnmhr*, orwhen  the atmosphere (Spracklen et al., 2006; Kulmala and Ker-
charged particles grow much more rapidly than neutral onesminen, 2008; Yu et al., 2010). The number of particles of
Furthermore, we found that the difference in removal ratesclimatically-relevant sizes formed via nucleation depends on
of neutral and charged particles should be taken into accourthree factors: the nucleation rate, the nuclei growth rate and
when estimating the proportion of ion-induced nucleation. the scavenging of nuclei by various removal processes (Ker-
Neglecting the higher removal rate of charged particles comminen et al., 2001; Lehtinen et al., 2007; Pierce and Adams,
pared with that of neutral ones could result in an underes2007; Kuang et al., 2009; Gong et al., 2010). The growth rate
timation of the proportion of ion-induced nucleation by up of sub-20 nm nuclei is of specific interest in this regard, since
to a factor of 2. This underestimation is further increased ifthese particles are most susceptible for coagulation scaveng-
charged particles grow more rapidly than neutral ones. Weing by larger pre-existing particles.

also provided a simple way of assessing whether these meth-

ods are suitable for analyzing data measured under specific
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464 J. Leppa et al.: Using measurements of the aerosol charging state

The exact mechanisms of atmospheric nucleation are ndficients were assumed to be the same for negatively- and
yet completely known (e.g. Kerminen et al., 2010; Kulmala positively-charged small ions. As a result, the negative and
et al., 2011), but the proposed mechanisms can be dividegositive equilibrium charged fractions and charging states
into two categories: the neutral ones and the ones involvingvere the same.
one or more electric charges. The latter include, but are not In the study by Gagmet al. (2012), the methods for esti-
restricted to, ion-induced nucleation (IIN), in which a parti- mating the proportion of 1IN and GR were modified for con-
cle is formed by the activation of a charged small ion (a largeditions in which the negative and positive small ion concen-
molecule or a molecular cluster). By activation, we mean atrations and charged fractions are not the same, termed the
process by which the ion reaches a size at which it is moré¢asymmetric framework”. Also the attachment coefficients
likely to grow to larger sizes by condensation of vapours ontowere allowed to differ for negative and positive small ions.
the particle surface than decrease in size through evaporation. Numerous simplifying assumptions have been made when
In laboratory conditions, the ions have been observed to beleveloping the methods discussed above (Kerminen et al.,
activated at lower vapour concentrations than similarly-sized2007; lida et al., 2008; Gagnet al., 2012), and the justi-
neutral molecules or clusters and, furthermore, a sign preferfication of these assumptions under certain conditions has
ence in activation of the ions has been observed (Winkler ebeen presented in the corresponding studies. However, it is
al., 2008). As a result, some particles in the atmosphere magxtremely difficult to estimate the precision of the results ob-
be formed via IIN while others are formed via neutral mech- tained with these methods by using them on the measured
anisms. According to field measurements, the fraction of lINdata, since the growth rate and fractions of IIN are either not
to the total nucleation rate varies from one place to anotheknown or they have to be estimated with some other methods
(Manninen et al., 2010), as well as from one day to anothetthat include uncertainties of their own. In this work, we have
(Laakso et al., 2007a; Gagret al., 2008, 2010), and even used these analysis methods for data obtained from aerosol
during a continuous nucleation event (Laakso et al., 2007b)dynamic simulations with a known particle growth rate and
The contribution of 1IN to new particle formation is impor- fractions of IIN.
tant from a climate change point of view, since most of the The main goal of this paper is to explore the conditions in
uncertainty in global-average radiative forcing is caused bywhich the particle diameter growth rate and the proportion
aerosol effects (Forster et al., 2007). of [IN can be reliably determined from the charged fractions

After their formation, neutral particles can be charged byusing the methods described by Gaget al. (2012). Specif-
ion-aerosol attachment or by coagulation with charged parically, we aim to address the effect of the following condi-
ticles. Similarly, charged particles can be neutralized by re-tions on the precision of the methods used in this study: (1)
combination with oppositely-charged particles or small ionscharged particles growing more rapidly than neutral ones, (2)
(< ~1.8nmin diameter). As aresult, the fraction of particles particles growing by a diameter dependent rate, (3) coagula-
carrying a charge changes, until charging and neutralizatioion processes having a significant effect in the evolution of
of the particles are at a balance, which will be denoted as th@atrticle size distribution and (4) negative and positive small
charge equilibrium in this study. ions having different concentrations (asymmetry).

According to observations, concentrations of negatively- To begin with, we will shortly describe the data analysis
and positively-charged small ions are usually of the same ormethods used to estimate the particle growth rate and the
der of magnitude and often even quite close to each other, butaction of particles formed carrying a charge and the the-
there are also quite many observations of substantially dif-ory they are based on. These methods will then be used on
ferent concentrations of negatively- and positively-chargeddata obtained from a set of aerosol dynamics simulations.
small ions (Hirsikko et al., 2011). In this study, the term The precision of the methods will be assessed by comparing
“asymmetric small ion concentrations” is used to denotethe estimated values with the corresponding values obtained
that the concentrations of negatively- and positively-chargedirectly from simulations.
small ions are different.

Kerminen et al. (2007) derived equations describing the
diameter dependence of the aerosol charging state, which Theoretical background
has been used to estimate the amount of [IN from measure-
ment data (e.g. Laakso et al., 2007a; Gaghal., 2008). lida 2.1 Definitions used in this study
et al. (2008) derived similar equations for the charged frac-
tion, which were then used to determine the particle diametein this study, we will use the asymmetric framework de-
growth rate (GR). In the studies by Kerminen et al. (2007) scribed by Gaga et al. (2012), in which the concentra-
and lida et al. (2008), the concentrations of negatively- andiions of negatively- and positively-charged small ions as well
positively-charged small ions<(~ 1.8 nm) were assumed to as negatively- and positively-charged particles are allowed
be the same. Furthermore, the fractions of negatively- ando be different. Furthermore, the attachment coefficients of
positively-charged particles>(~ 1.8 nm) were assumed to negatively- and positively-charged small ions to neutral par-
be the same and the recombination and attachment coeficles, as well as the recombination coefficients of small ions
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with oppositely-charged particles, are allowed to have differ-where

ent values. oNF
Let us consider a system that consists of two aerosol parg* — ——C (4)
ticle modes: a narrow nucleation mode and a mode of larger GR

pre-existing particles. The fraction of negatively- (positively- Here gy, is the particle diamete§s is the negative or posi-

) charged particlesf~ (f¥), is defined as the ratio of the e charging state at diametds and GR is the particle di-
concentration of negatively- (positively-) charged nucleation gmeter growth rate. The recombination coefficientis as-
mode particles to the total (charged neutral) nucleation g med to be constant with the value of ¥.60-cm3s1
mode particle concentratiorf,* = N*/N'*'. If the particle  (Nolan, 1941) used in this study. Here it should be noted that
number concentrations of both of the modes are sufficientlyhe parameteK * related to the negative or positive charg-

small, the coagulation processes are negligible and the fragng state depends on the concentration of oppositely-charged
tion of charged particles changes mainly due to ion-aerosokmg|| jons g+ o NY).

attachment. Furthermore, in a case of a non-growing nu- | et ys assume that we have data points (measured or sim-
cleation mode, the fraction of charged particles approachegyated) of the charging state for a certain range of particle
a steady state value, which is denoted as the equilibriumyiameter. Now, we can estimate the charging stsgé,at

chargeq _fra_ction.fgfq, in this s'gudy. With thes_e assumptions, any sized by fitting Eq. (3) to the data points usirﬂj and
the equilibrium charged fraction can be estimated by (@agn K7 as the fitting parameters. The fitting can be done sepa-

etal.,, 2012). rately for negative and positive polarities. By settifago be
B (dp) x NE the size at which we assume that particle formation occurs,
feiq (dp) ~ " the fitting provides us an estimate on the initial charging state
aF (dp) x NE + B* (dp) x NZ + BF (dp) (IIVV%) of the freshly-formed particle population. Furthermore, using
N n ¢ Egs. (1) and (2), we can estimate the initial charged fraction,
P (dp) x Ng 1) fii (fis = f*(do)), from the initial charging state and us-
aF (dp) x N ' ing Eqg. (4), we can estimate the particle growth rate from the

B N . . parameteX *. Here GR is assumed to be constant with the
Here Nc andN¢ are the concentrations of negatively- and particle diameter and the same for neutral and charged parti-

positively-charged small ions, respectively, is the recom-  cles. In this paper, this procedure is called the fitting method.
bination coefficient of a small ion carrying a chaggeith an

oppositely-charged particl@g? is the attachment coefficient 2.2.2 The iteration method

of a small ion carrying a charggto a neutral particle, and
dp is the particle diameter. The following equations describe the behaviour of positive

The aerosol charging stat§;, is in turn defined as the and negative charged fractions as a function of diameter
ratio of the fraction of charged particles to the fraction of (Gagre etal., 2012):
charged particles in the charge equilibrium (Kerminen et al.,

2007): (%) =GR Y (1-f~—fN)B " Ne—aTfNE)  (5)
p
f=(d
)= ngg D o
(dT) =GR Y((1-f~—fN)B"NE—a" fTNZ). (6)
2.2 Methods to determine the growth rate and initial p
charged fraction Here it should be noted that, contrary to the fitting method

described above, the recombination coefficiedt, between

Here we will describe two methods that can be used to detery gmaiiion and an oppositely-charged particle is assumed to

mine the particle diameter growth rate and the charged fraCqeneng on the particle diameter and also to be different for
tion at the size of particle formation. Both of these methOdSnegative and positive small ions

are based on the behaviour of the fraction of charged particles By choosing the value of GR and the values of the charged

as a function of diameter. fractions, f,” and ", at the chosen diametds, we can cal-
culate the charged fractions as a function of diameter by si-
multaneously solving Egs. (5) and (6). Now, let us assume

The aerosol charging stat@%(dp), has the following depen- that we have data points (measured or simulated) of the

dence on the particle diameter (Kerminen et al., 2007; Gagn charged fraction in a certain range of particle diameter. By it-
etal., 2012): eratively changing the values of GR;™ and £, when solv-

ing Egs. (5) and (6), we can search for the best correspon-
1 (Soi—l) K*do+1 —K* (dp—do) 3 dence between the calculated values of charging state and the
N K*dp K*dp ¢ S data points. By settindp to be the size at which we assume

2.2.1 The fitting method

5* (dp) =1
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that the particle formation occurs, we get an estimate on GRparticle surfaces, coagulation of particles and attachment of
and the initial charged fraction of the freshly-formed parti- small ions to particles.
cle populationlfiﬁ. Here GR is assumed to be constant with  In this study, we did not simulate the condensation pro-
the particle diameter and the same for neutral and chargedess, but the condensational growth rate of particle diame-
particles. In this study, this procedure is called the iterationter was used as an input in the model. The growth scenarios
method. used in the simulations will be described in more detail in

If we are only interested in GR, but not jfy:, we can set  Sects. 3.2.1-3.2.5. Also, the actual nucleation process was
do to be the smallest diameter for which we have the datanot simulated in the model, but the formation rate of parti-
on the charged fractions when solving Egs. (5) and (6). Incles was used as an input in the model. With this approach,
this case we do not need to extrapolate the charged fractiowe were not restricted to any nucleation theory or mecha-
to smaller sizes, which could affect the determined value ofnism.
GR.

3.2 Simulation setup and parameters

2.2.3 Advantages over previous methods

o A series of simulations was conducted with the following
In the determination of the growth rate, the two methods de-

: ) (%arameters varied: the new particle formation rate, particle
scribed above have two advantages over previous methoQ§ameter growth rate, fractions of particles formed carrying

that are based on following the centre of the nucleation mode, negative or positive charge, and number concentration of
(Lehtinen et al., 2003; Dal Maso et al., 2005; Hirsikko et al., larger pre-existing particles (Table 1).

2005). Firstly, these methods are not restricted to any spe- | gach simulation, the simulated particle diameter range
cific shape of the particle number size distribution. Secondly, a5 from 1.8 to 20 nm which was covered by 79 size sec-

these methods can, in principle, be used on charged fractiong, s spread evenly on a logarithmic scale. Additionally, the
observed at any moment of time instead of needing a time s€5.¢_eyisting population of larger particles was modelled by a
ries of observations. This has two advantages: (1) the growtlyjn g sjze section of 150-nm particles. The concentration of
rate can be determined as a function of time, as was done byss_nm particles was chosen to give the desired value of con-
lida et al. (2008), e}nd (2) the reqwrementg for h,OmOgene'tydensation sink (CS) that was kept constant during the simula-
of the measured air masses are not as strict as in the case gh, | 4| simulations, the concentrations of negatively- and
_followmg the mode over a_lqnger time period. When f_o_llow-_ positively-charged small ions were 600 and 800 &nre-

ing the centre of a mode, it is assumed that the conditions irysetively. The values of small ion concentrations were cho-
the air masses measured over a time period have been silgap, 14 pe similar to those observed in various measurements
ilar. Now, when analyzing data of a single moment of time, (Hirsikko et al., 2011). The duration of new particle forma-

we only have to assume that the conditions in the measureglq, \was 4 h and the particles were assumed to be formed at
air parcel have not varied too much, but similarity betweendO — 1.8nm. The new particle formation rate followed a si-

consecutive moments of time is not needed. nusoidal pattern with the mean total formation rate presented

in Table 1.
3 Simulations and data analysis The values of condensation sink in the simulations var-
ied from 0 to 1x 10~?s1, which covers most of the ob-
3.1 The model served values of condensation sink during new particle for-

mation events in continental background areas (Birmili et al.,
In this study, we used the aerosol dynamical box model lon-2003; Held et al., 2004; Dal Maso et al., 2007). The for-
UHMA (University of Helsinki Multicomponent Aerosol mation rate of particles varied from 0.0001 to 10¢hs 1.
model for neutral and charged particles) which simulatesThe smallest value of formation rate used in the simulations
the dynamical processes governing the time evolution of arwould not be high enough to produce a new particle forma-
aerosol particle size distribution (Le@get al., 2009). The tion event observable with the current instrumentation. How-
model divides aerosol particles into a user-specified numbeever, there is no such restriction for the model, and with such
of size sections and three charge classes: electrically newa small formation rate we can be sure that the amount of self-
tral and negatively- or positively-charged particles. All the coagulation occurring in the simulation is negligible. New
charged particles are assumed to be singly-charged. Besidgarticle formation rates higher than the largest value used
particles, there are pools of negative and positive small iongn the simulations have been observed in the measurements
in the model. The small ions represent large molecules ofe.g. Mdnkkdnen et al., 2005; lida et al., 2008), but in such
molecular clusters with diameter 1.8 nm. The electrical conditions, the coagulation processes are not taken into ac-
mobility of negative (positive) small ions is assumed to be count sufficiently well in the analysis methods used in this
1.60 (1.40) crA V~1s~1 which corresponds to diameter of study.
~1.16 (~1.24)nm (Ehn et al., 2011). The main processes The six combinations of fractions of IIN were chosen
simulated in lon-UHMA are condensation of vapours ontoto include the extreme cases of purely neutral and purely
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Table 1. The values of parameters used as input in the model.

Parameter Values used as input in the model
Particle diameter growth rate (nnth) 1;3;6;10

New particle formation rate (ci8 s~ 1) 0.0001;0.1;1; 3; 10

Concentration of 150-nm particles (Cr‘?l) 0; 320; 960; 3200
Corresponding condensation sink {§ 0; 1x10°3 3x103 1x102

Percentage of negative and positive ion-induced nucleation (%) 0&0; 5&5; 50&50; 3&0; 10&0.5; 40&10

Table 2. Summary of the growth rate scenarios described in Sects. 3.2.1-3.2.5.

Scenario  GR of neutral particles GR of charged particles

1 GRP(dp) = GRinput GR™(dp) = GRinput

2 GRO(dp) = GRinput GRi(dp) =&k X GRinput

3 GR(dp) = GRinput GR™(dp) = éNv X GRinput

4 GRP(dp) = tanh(0.2x dp) x GRinput GR* (dp) = tanh(0.2x dp) x GRinput

5 GRO(dp) = (2-tanh(0.2< dp)) x GRinput GRi(dp) = (2-tanh(0.2x dp)) x GRinput

ion-induced nucleation and a few cases around the valuewith a value corresponding to sulphuric acid molecule used

observed in field measurements (Laakso et al., 2007a; Manin this study. The value of the growth rate used as input

ninen et al., 2010). The possible sign preference in IIN wasin the model describes the growth rate of neutral particles,

also included as the fractions of particles formed carrying aGR® = GRinput, and the growth rate of charged particles is

negative and positive charge were not the same in all combigiven by GRF = & k x GRinput- £Lk (dp) is depicted in Fig. 1

nations. (right panel) and this setup is later denoted as growth rate
Each combination of the input parameters was simulatedscenario 2.

with five different growth rate setups. The setups are de-

scribed below and summarized in Table 2. 3.2.3 Growth rate scenario 3

321 Growth rate scenario 1 The third set up is the same as the second, except that the
enhancement factor is given by (Nadykto and Yu, 2003)

In the first set up, the growth rate was constant as a ede 1 )

function of the diameter and the same for neutral andéNY (dp)=1+ <215AE<ez_efz_E) tasasok >/(3kT)’ (®)

charged particles, GRand GR, respectively. The value

. ! ) i h
of the growth rate was given as an input in the model, |.e.W ere
GRC = GR* = GRpput. This setup is later denoted as growth , — IsaE 9
: np z ©)
rate scenario 1 (Fig. 1). kT
and

3.2.2 Growth rate scenario 2

1 1 qe
_ E=———]x 5 |- (10)
In the second set up, @Rvas constant as a function of the &g ¢€p A eg (rsA+ 0.5dp)
diameter, but GR was multiplied by the diameter dependent Here Isa

X is the dipole moment of sulphuric acid
enhancement factaf, k , (Lushnikov and Kulmala, 2004):

(9.47x 10730 C m), asa is the polarizability of sulphuric

1 402 acid (6.2x 10730 md), &, is the relative permittivity of
&Lk (dp) =1 y—— (7)  vapour ¢ 1.00 for air),ep is the relative permittivity of the
0 kT(dP) particle ¢ 100 for bulk sulphuric acid at temperature of

298 K) andy is the number of charges in the partidgy (dp)
is depicted in Fig. 1 (right panel) and this setup is later de-
noted as growth rate scenario 3.

wheregg is the vacuum permittivity (8.8% 1012 F m™1),

e is the elementary charge (1.6010°1° C), dp is the
particle diameter in meters; is the Boltzmann constant
(1.38x 10723 J K~1) and T is the temperature in Kelvin. 3.2.4 Growth rate scenario 4

A polar molecule can be formally described as a compound

having a negative and positive charge set apart by a fixed disih the fourth setup, the growth rate of neutral and charged
tance. This distance (in meters) is denotedrliy Eq. (7), particles was the same and the growth rate increased as a
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468 J. Leppa et al.: Using measurements of the aerosol charging state

der to simplify the analysis, we used only one valueS&f

Scenario 2 (Lushnikov & Kulmala)

Scenario 1
Scenario 4
Scenario 5

Scenario 3 (Nadykto & Yu) | and f* at each diameter, instead of allowing it to vary in

===+ N0 enhancement

time. For each size section, the valuesséf and f* used
in the analysis were taken at the moment of highest parti-
cle concentration at that size section, i.e. the value§of
and f* were taken along the trajectory of the centre of the
mode. Furthermore, instead of using the whole resolution of
the model, we interpolated the values $f and f* to a
more coarse resolution (2.2, 2.5, 3.0, 3.9, 5.1, 6.7, 8.8 and
11.5 nm), which was chosen to match the resolution of lon-
DMPS system as described by Géget al. (2012). These
simulated data points were then used to determine the growth
rate and initial fraction of charged particles in a similar way
% 4 & & 10 12 %2 4 & & 10 1 as measured data points were used by @agral. (2012).
piameter (om) Diameter (om) This was done in order to provide results that are relevant

Fig. 1. Left panel: the particle diameter growth rates in the sim- from the atmospheric measurements point of view.

ulations with the same growth rate for neutral and charged par- When analyzing the growth rate and initial charged frac-

ticles (scenarios 1, 4 and 5). Only simulations with the value of tions, we used the following two diameter ranges: from 2.2

GRinput=3nm b1 are shown here, but the general shape as ato 11.5nm (2.2, 2.5, 3.0, 3.9, 5.1, 6.7, 8.8 and 11.5nm) and
function of diameter is similar for other values of 3Rt Right from 3.0 to 11.5nm (3.0, 3.9, 5.1, 6.7, 8.8 and 11.5nm),

panel: the growth enhancement factor of charged particles in theyhich will be denoted as diameter range 1 (DR 1) and 2
simulations _in which the grgwth rates of neutral and charged_ parti-(DR 2), respectively. This was done to provide results that
cles Wer_e dl_fferent (scenarios 2 and 3). The black dashed line de(,-;“,e useful from the point of view of field measurements, in

notes unity, i.e. no enhancement of the growth rate. which observations below 3 nm are not always available (e.g.
Laakso et al., 2007a).

The condensational growth rates in the simulations,
GRsim, were ambiguous, since in the growth rate scenarios
GR' =GR = tanh(O.de) x GRinput (11) 2 and 3 charged patrticles grew more rapidly than the neutral

L ) ) ones, and also because in the scenarios 4 and 5 all the par-
wheredp is given in nanometres. The diameter dependencgjciag grew with a diameter-dependent rate. Furthermore, the
of the growth rate presented in Eq. (11) is arbitrarily cho- yjision of the particles into the size sections in the model
Sen, but it is similar to tr_le.d|ameter dependepce o_bserve(ijesulted in a small error in the condensational growth rate
in field measurements (Hirsikko et al., 2005; YI|—tJuut| etal., of the particles in all of the simulations (Leipt al., 2011).
2011; Kuang et al., 2012). Growth rates with this setup for gj, .o the iteration and fitting methods provide two estimates
GRinput=3nm h* are depicted in Fig. 1 (left panel)and this , the value of GR for each simulation (one for DR 1 and
setup is later denoted as growth rate scenario 4. the other for DR 2), we needed to estimate the corresponding
values of GRjy, in order to compare the values determined
with the methods to those observed in the simulations. When

In the fifth setup, the growth rate of neutral and charged parti-eStimating the value of Gdg,, the growth rates of neutral and

cles was the same and the growth rate decreased as a functiSharged particles were weighted with the fractions of neutral
of diameter according to and charged particles, respectively, and the effect of numeri-

cal error was estimated according to equations presented by
GR® = GR* = (2 tanh(0.2dp)) x GRinput (12)  Leppa et al. (2011). The values of GR for DR 1 (DR 2)

whered, i given in nanometres. The diameter dependence ofVaS then estimated to be the average growth rate of the parti-
the growth rate presented in Eq. (12) is arbitrarily chosen, bu!€S during their growth from 2.2 (3.0) to 11.5nm in diame-

itis similar to the diameter dependence of the theoretical conl€l AS @ result, we obtained two values of the growth rate for

densational growth rate by sulphuric acid (Nieminen et al.,8Very simulation: one to be compared to the estimated growth
2010). Growth rates with this setup for GRe=3nm il rates obtained using data points in DR 1 anc_zl the ot_her to be
are depicted in Fig. 1 (left panel) and this setup is later de-COMPared to the estimated growth rates obtained using DR 2.
noted as growth rate scenario 5. An_ estn_nate of_ the particle diameter gr0\_/vth raFe was de-
termined in 12 different ways from every simulation. Eight
3.3 Analysis of the simulated data of them were obtained using the iteration method, with all
combinations of the following three options used: (1) ei-

The model provided the charging stat&$, and the charged ther DR 1 or DR 2 was used; (2) the small ion concentra-
fractions, f*, both as a function of time and diameter. In or- tions were either 600 and 800 crhfor negative and positive

Growth rate (nm h“)
Growth enhancement (£)

function of the diameter according to

3.2.5 Growth rate scenario 5

Atmos. Chem. Phys., 13, 463486, 2013 www.atmos-chem-phys.net/13/463/2013/
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ions, respectively, or both concentrations were assumed tc 1

be 700 cn®; (3) when solving Egs. (5) and (6), the starting | f -/ Zas
diameter was either 1.8 nm or the smallest diameter of the e N &
data points (2.2 or 3.0 nm). In this study, the small ion con- ., sl ‘fﬁ

centrations of 600 and 800 cr for negative and positive 071

ions, respectively, will be denoted as asymmetric small ion Zo6- %
concentrations and the concentrations of 700&for both 2| % “ e B
polarities will be denoted as symmetric small ion concentra- £ “ % m ,
tions. Four estimates of the growth rate were obtained using-= %4 r m iﬁiﬂiﬂil |
the fitting method with separate growth rates obtained from o3} + Scenario 3
the fits to negative and positive charging states and with ei- ,| Scenario 4
ther DR 1 or DR 2 used for the fittings. ol Scenario 5 |
0.5 3 5 10 40 50
4 Results Nt (%)
4.1 Charged fraction, formation rate and ion-induced Fig. 2. The ratio of the simulated (negative or positive) charged frac-

tion at 1.8 nm and the fraction of (negative or positive) ion-induced
nucleation used as input in the model as a function of the fraction

. . . f (negative or positive) ion-induced nucleation. The colours de-
The simulated fraction of charged particles at 1.8 nm was nOEriote the growth scenario used in the simulation as indicated in the

the iame as the fraction of particles formed carrying a chargg,yend. A random variation of up to 10% is added to the values
(IN). The formation of the particles was a source term of 5, the x-axis to make data points more distinguishable. The data

the particles at 1.8 nm, but the charged fraction depends 0Roints from the simulations with 0% of ion-induced nucleation are
the concentrations of the neutral and charged particles, foexcluded from the figure.

which the sink terms had to be taken into account. Since the

fitting and iteration methods provided estimates on the ini-

tial charged fraction, the values obtained using those meththan neutral 1.8-nm particles, which resulted from the growth
ods were compared with the values of the charged fractiorrate of charged particles being higher than that of neutral
at 1.8 nm in diameter obtained directly from the simulations.ones. The role of the enhanced growth of charged particles
However, since the initial charged fraction and the propor-in relation to IIN® and the particle size distribution can be
tion of 1IN have been assumed to be equal in previous studdemonstrated by writing the flux of particles through diam-
ies (Laakso et al., 2007a; Gagat al., 2008, 2010, 2012), we eterdp, i.e. the apparent formation rate &, asJ¢ (do) =

also compared the initial charged fractions determined withGR? (do) x n? (do), whereg is the charge of the particle and
the methods to the proportions of IIN used as input in then? is the particle size distributiom{ = dN?/ddp). Now, the

nucleation

model (Appendix A). [IN* can be written as
In the simulations, the removal rates of charged parti- + + +
. : : N*= Jo _ GR(j)[”O §ng 13
clesdueto self-coagulatlon_ and coagulation scavenging We_ré _W_GRgno T GRing + GRang "0t (ng +13) (13)
larger than the corresponding removal rates of neutral parti- 0 0 0 0 7o 070

cles, so the charged fractions were smaller than the COM&yheret is the enhancement factor (GR= ¢ x GR®) and 0
sponding fractions of IIN (Fig. 2). If the concentrations of i the lower index denotes that the value is taken at the size
nucleathn—mode and pre-existing partlcles were small,.thedo_ If all particles were formed carrying a charge, then all
Coagtilatlon processes were negligible and, thus, the ratio gharticles grew by this increased rate, in which case there was
the fiy; to the corresponding fraction of IiNwas close t0 g difference in the removal rate of charged and neutral par-
unity, provided that the charged particles grew by the samgjcjes. Thus, the ratio of:: to the corresponding fraction of
rate as the neutral ones. However, if the coagulation proqN+ was close to unity.
cesses were significant, the ratio of tjff; to the fraction It should be noted that the values shown in Fig. 2 corre-
of lIN* was as low as- 0.5, which means that estimating spond to the simulations with the formation size of 1.8 nm
the fraction of IIN® from the initial charged fraction could in diameter. The removal processes causing the difference
lead to an underestimation of IiNby up to a factor of 2. betweenf % and the corresponding fraction of lfNare di-
Furthermore, if cha}rgedipamcles grew more rapidly thanameter dependent and, thus, the results would be different for
neutral ones, the ratio of;y; to the fraction of IIN® was ifferent formation sizes. Examples of such differences will
~0.4-0.7 and<0.05 for simulations with moderate (GR pe given in Sect. 4.2.2.
scenario 3) and large (GR scenario 2) growth enhancement,
respectively, unless all particles were formed carrying a

charge. This was due to the higher removal rate of charged
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Total particles Neutral particles (Fig. 4). A similar decrease in the negative charging state at
G 1.8 nm estimated using the fitting method was also observed.
The fitting method assumed that the change rates of the
charged fractions are dominated by the ion-aerosol attach-
ment and intramodal recombination, whereas the iteration
8! ’ y . ’ . ; method assumed that the change rates are dominated only
Negative particles Positive particles by ion-aerosol attachment. The fractions of change rates of
the negative and positive charged fractions taken into ac-
countin the fitting (iteration) method;; (Fiter), were~ 0.87
(~0.86) and~ 0.90 (~ 0.84), respectively, which means that
the dominating processes were taken into account by these
methods. The difference in the values &% and Fiier was
larger for values determined from positive than negative po-
oo —— : L —— larity, which means that the intramodal recombination was
AN/dD, (cm” ') relatively more important process changing the fraction of
positive than negative particles. The procedure that has been
Fig. 3. The time evolution of the particle number size distribu- \;sed to estimate the fractions of change rates of charged frac-
tion from the example simulation described in Sect. 4.2. The bIathions taken into account in the iteration and the fitting meth-
crosses mark the centre of the mode. ods is described in detail in Appendix B.

Diameter (nm)

Diameter (nm)

4.2.1 Particle growth rates in the example case
4.2 Anexample case
The 12 estimates of the growth rate determined using the it-

The time evolution of the particle size distribution for an ex- eration and fitting methods (see Sect. 3.3.1) were compared
ample simulation is depicted in Fig. 3. In this simulation, the with the simulated condensational growth rate, siRIn
new particle formation rate, particle diameter growth rate andour example case, the values of gRaveraged over DR
concentration of larger pre-existing particles used as input inl and DR 2 were 2.92 and 2.93 nm'h respectively (Ta-
the model were 1 cm s, 3nm b1 and 960 cm3, respec-  ble 3), while the value of growth rate used as input in the
tively. The growth rate scenario 3 was used in this simulationmodel, GRput, Was 3.0nmh?. The values of GRm were
and the fractions of particles formed carrying negative andsmaller than the value of GRut due to numerical errors
positive charge were 10 and 0.5 %, respectively. By lookingcaused by the division of particles to the fixed sections in
at the value of the particle number size distribution at thethe model. This difference was partly compensated by the
centre of the nucleation mode, we see that the total concerenhanced condensation onto charged particles.
tration decreased with an increasing particle diameter, whicn The values of GRr are shown in Table 3. The starting
is due to coagulation losses. The concentration of positivediameter used when solving Egs. (5) and (6) had very lit-
particles increased with increasing diameter because of thie effect on the GRg in this case, and whether we used the
higher charging probability. The concentration of negative asymmetric or symmetric small ion concentrations had a con-
particles first decreased and then started to increase with asiderable effect on the G&. However, whether we used DR
increasing diameter. This resulted from the large fraction ofl or DR 2 also had a considerable effect on the&zRrhis
particles formed carrying a negative charge, which was largewas due to the combination of a considerable proportion of
than the fraction of negatively-charged particles in the chargdIN (10 % and 0.5 % for negative and positive particles, re-
equilibrium. spectively), and due to the fact that the charged particles grew

The negative and positive charging stat§s, and ST, more rapidly than the neutral ones (GR scenario 3). For the
changed as a function of time and diameter (Fig. 4). Bothsame reason, there was a difference in the results between
negative and positive charging states were the highest at theR 1 and DR 2, as the growth enhancement of the charged
very beginning of the new particle formation event. In this particles was diameter dependent.
case, the high values df at the beginning were due to a  The values of GR (GR{;) were larger (smaller) than the
higher growth rate of charged particles (GR scenario 3), axorresponding values of GR,, especially for GR when DR
fewer neutral than charged particles had had time to grow tdl was used (Table 3). The reason for this was that charged
larger sizes. The strong time dependences afisappeared particles grew more rapidly than neutral ones in the simula-
gradually, makingS to be mainly dependent on the particle tion (GR scenario 3), but this was not taken into account in
diameter. the fitting method. The enhanced growth of charged particles

The negatively-charged fraction at 1.8 nm estimated usingesulted in smaller values of the charging state, especially in
the iteration method decreased to less than half when théhe small sizes, in which the enhancement was the largest.
diameter range 1 was used instead of the diameter range ince DR 1 covers smaller sizes than DR 2, the enhanced
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Table 3. The values related to the example simulation described in Sect. 4.2. The starting diameter used when solving Egs. (5) and (6) is
denoted agp, jni. DR 1 and DR 2 denote the diameter ranges 1 (2.2-11.5nm) and 2 (3—11.5 nm), respectively.

GR(mHIY) INT/f (%) INT/fE (%)

ini

Model input 3 10 0.5
Simulation, DR 1 (DR 2) 2.93(2.92) 4.65 0.245
Fitting method on negativ&, DR 1 4.48 6.59 -
Fitting method on negativg, DR 2 3.11 10.6 -
Fitting method on positive, DR 1 2.57 - 0.287
Fitting method on positive, DR 2 2.67 - 0.396
Iteration method with asymmetric small ions, DRd},inj = 1.8 nm {p jnj = 2.2nm) 4.93 (4.93) 7.90 0.610
Iteration method with asymmetric small ions, DRAB;ini = 1.8 nM @p ini = 3.0nm) 3.38(3.34) 17.7 1.12
Iteration method with symmetric small ions, DRd,inj = 1.8 nm (p jnj = 2.2nm) 4.48 (4.49) 7.45 0.818
Iteration method with symmetric small ions, DRa,inj = 1.8 nm @, jnj = 3.0nm) 4.34 (4.35) 7.83 2.80

growth of charged particles had more effect on the growth The values offi; i, a”dfiﬁiter’ were 7.9 (7.4) and 0.61 %
rate determined with the fitting method when DR 1 was used(0.82 %), respectively, when DR 1 and the asymmetric (sym-
instead of DR 2 and this effect was larger for i3&han for ~ metric) small ion concentrations were used and 18 (7.8)
GR{; because of the higher negative than positive chargingand 1.1% (2.8 %), respectively, when DR 2 and asymmet-
state. ric (symmetric) small ion concentrations were used (Ta-
The value of GR was~ 74% (~ 16 %) larger than the ~ble 3). Since the values of; ;,, and fi. o, were 4.7 and
value of GF{t, if the data from DR 1 (DR 2) was used in 0-25 %, respectively, the iteration method overestimated both
the fitting method (Table 3). The considerable difference bethe negative and the positive initial charged fraction. How-
tween the values of GRand GR, when DR 1 was used was €Ver, this overestimation was smaller when DR 1 was used
due to enhanced growth rate of charged particles (GR scelnstead of DR 2, especially when asymmetric small ion con-
nario 3) in the simulation, which was not taken into accountcentrations were used.
in the fitting method.

4.3 Determination of the growth rate
4.2.2 The initial charged fractions in the example case

. . . . The analysis described in Sect. 3.3 was conducted for every
In our example simulation, the fractions of negative and pos-

itive IIN were 10 and 0.5 %, respectively, whereas the values\?&?l\j\llﬁlt Ioregemetﬁlemruegill?sn Sfe :hdeei(;rr:)eec\jrilgoiegft'tr?ézagtirf
of finisim and * . were~4.7 and~ 0.25 %, respectively P P

ini,sim . . . )
(Table 3). The observed difference of a factor of two betweenr.mnesde,fmd the simulated growth rates for the whole simula

the input fraction of IIN and the simulated value of initial tion
charged fraction was a very typical result for a simulation us-
ing the growth rate scenario 3. However, if the formation size4-3.1  The growth rate determined with the iteration
of the particles had been 1.5 (1.2) nm instead of 1.8 nm, the method
values of i i, and £ i, would have been- 3.6 (~2.4)
and~ 0.18 (~0.12), respectively. In other words, the differ- The growth rates estimated using the iteration method with
ence of a factor of almost three or slightly above four be-asymmetric small ion concentrations, faRasy Using data
tween the input fraction of IIN and the simulated value of points in DR 2 and by solving Egs. (5) and (6) starting from
initial charged fraction would have been observed, if the par-the size 1.8 nm are shown in Fig. 5. The iteration method
ticles had been formed at 1.5 or 1.2 nm in diameter, respecused here assumes that the changes in the fraction of charged
tively. This means that the formation size affects the differ- particles are dominated by the ion-aerosol attachment, which
ence between the simulated initial charged fraction and thés not the case in all the simulations. In the cases where
fraction of IIN used as input in the model. the changes were dominated by ion-aerosol attachment, the
The values Offirﬁ,ﬁt and fim,ﬁt' were 6.6 and 0.29 %, re- correspondence between (aRasyand GRjy, was good, ex-
spectively, when DR 1 was used; and 11 and 0.40 %, respeept in the simulations with the growth rate scenario 2. In
tively, when DR 2 was used (Table 3). Since the values ofthat scenario charged particles grew much more rapidly than
fini.sim @nd fii im Were 4.7 and 0.25 %, respectively, the fit- neutral ones, but in the iteration method it is assumed that
ting method was able to approximately reproduce the simu-all the particles grow by the same rate regardless of their
lated value, when DR 1 was used, but overestimated the inicharge. In the simulations with other growth rate scenarios,
tial charged fraction, if DR 2 was used. GRier,asytended to be larger than GR, especially if GRim
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Fig. 4. The upper panels depict the aerosol charging state of the example simulation as a function of time and diameter with the colours
representing the value of the negat{g and the positivéB) charging state. The lower panels depict the charging é@jtand the charged

fraction (D) as a function of diameter obtained by following the centre of the mode. In the lower panels, the blue and red colours indicate
the negative and the positive charging state or charged fraction, respectively. The circles denote the simulated values and the lines denot
the iteratedC) or the fitted(D) values. In the legends, “asy” and “sym” denote whether asymmetric or symmetric small ion concentrations
have been used, respectively, and numbers 1 and 2 indicate whether the data from DR 1 (2.2-11.5nm) or DR 2 (3-11.5 nm), respectively,
had been used. IfD), in the sizes> 5nm, the upper (lower) group of lines almost on top of each other include the lines deﬁi@'ggm

andfi:gr’asy(ﬁt;r'asyandfi:grysym). In (D), in the sizes< 5 nm, the upmost blue line denotes mér’asy'I whereas the other three blue lines

are almost on top of each other.

was small, but in a majority of cases, the difference betweemmetric or symmetric when using the iteration method. Now,

GRiter,asyand GRjm, was small. when using symmetric small ion concentrations in the iter-
The results presented above were obtained by using thation method, the equilibrium charged fractions assumed in

iteration method with asymmetric small ion concentrationsthe iteration were different to those in the simulation. In such

with the data points taken from DR 2 and by solving Eqgs. (5) cases, the method overestimated the growth rate in order to

and (6) starting from the size 1.8 nm. We also determined theeduce the discrepancy between the simulated charged frac-

growth rate by using the iteration method with symmetric tions and those obtained by solving Egs. (5) and (6).

small ion concentrations, by using data points from diam-

eter range 1 and by solving Egs. (5) and (6) starting from4.3.2  The growth rate determined with the fitting

the smallest size of the diameter range of the data points method

(2.2 or 3.0nm). We found that G& was not very sensi-

tive to the used .diameter range nor to the starting diameteﬁ-he growth rates obtained using the fitting method on the

used when solving _Eqs. (5) and _(6)' HOV\_/ever, Whether_ WE"negative charging state, GRare shown in Fig. 6. The fit-

used the asymmetric or symmetric small ion concentrationgjn g method assumed that the changes in the charged fraction

did have a significant effect on G&, especially if GRm \yere dominated by ion-aerosol attachment and the recom-

was small (Fig. 5). When G, was small, the charged frac- ;440 within the nucleation mode, which was a good as-

tions approached the charge equilibrium rapidly, regardlesg,mption for the vast majority of the simulations. However,

qf the initial charged frgctlon. The eqlljlllbrlum'charged frac- the correspondence between GRand GR, was bad for

tions depend on small ion concentrations, which were asymype gimyjations with growth rate scenario 2, when DR 2 was

metric in the simulation, but assumed to be either asyM-;sed. Also, there were more cases with-Geverestimating
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Fig. 5.Upper panels: the particle diameter growth rate determined using the iteration method as a function of the growth rate in the simulation.
The colour indicates the fraction of the change rate of the charged fragtiarthat was taken into account in the method (details in Appendix

B). Lower panels: the cumulative frequency of occurrence of the ratio of the determined growth rate to the growth rate in the simulation.
Different lines denote the simulations with different growth rate scenarios as indicated in the legend. The panels o\taeded) @nd

the right hand sideR andD) denote the results obtained using asymmetric and symmetric small ion concentrations, respectively, with DR 2
(3-11.5nm).

GRsim than underestimating it, especially if gRwas small.  tions were made in the iteration method, for which there was
Overall, the correspondence between GBid GRim for very little difference between the results related to the dif-
growth rate scenarios other than 2 was moderate, when DR ferent diameter ranges. Secondly, in the fitting method, the
was used. ion-aerosol attachment coefficient was assumed to increase

If DR 1 was used, however, the correspondence betweetinearly as a function of particle diameter and the recombina-
GR;; and GRjm was poor, especially for the simulations with tion coefficient between a small ion or charged particle with
growth rate scenario 2, and the correspondence behaved dién oppositely-charged particle was assumed to be constant
ferently for the simulations using different growth rate sce- as a function of diameter (Kerminen et al., 2007). Neither of
narios (Fig. 6). The difference in the results obtained usingthese two assumptions held exactly in the simulations. These
either DR 1 or DR 2 was most evident in the case of growthassumptions were good for a very narrow diameter range, but
rate scenario 4, for which the underestimation of the;gR they got worse as the diameter range got wider.
was much more frequent when DR 1 was used instead of
DR 2. Only results for the fits to negative charging states are4.4 Determination of the initial charged fraction
given here, but the corresponding results for the fits to posi-
tive charging states were very similar. The initial charged fractions determined with the fitting

The reason for the worse corrgspondence betweefy GR and iteration methodsfﬁi,ﬁt and fﬁiter, respectively) were
and GRim when DR 1 was used instead of DR 2 was that ;ompared to the simulated initial fractiong? ... The re-
some of the assumptions made in the fitting method were 1esgits \yere divided into the following three categories: (1)
appropriate for that range. Firstly, in the fitting method it was p ., fE o andfE or fE <1%: (2) fE. <1%,
assumed that all the particles grew by the same rate regar%— ni,sim =7 Jinfit ot 4 oSt

ut finisie OF finiiter > 1% (3) finisim > 1% The limit

less of their size or the charge they carried. This should nOté/alue of 1% used to define the aforementioned categories

myas arbitrarily chosen to be a limit below which the frac-
ﬂjon of charged particles was considered to be small. The

however, be enough to explain the difference between th
results related to the two size ranges, since the same assu
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Fig. 6. Upper panels: the particle diameter growth rate determined using the fitting method as a function of the growth rate in the simulation.
The colour indicates the fraction of the change rate of the negative charged fractipthat was taken into account in the method (details

in Appendix B). Lower panels: the cumulative frequency of occurrence of the ratio of the determined growth rate to the growth rate in the
simulation. Different lines denote the simulations with different growth rate scenarios as indicated in the legend. The panels oA the left (
and C) and the right hand sideB(and D) denote the results obtained using negative charging states from DR 1 (2.2-11.5nm) and DR 2
(3—11.5nm), respectively.

conclusions of this study would not change, if another valueresults in all three categories. The vast majority of the re-
reasonably close to 1 % was chosen for this limit. sults in the undesired category 2 were from the simulations
It then followed that the results in category 1 were consid-in which GRppyt was 1 nm i1 and/or growth rate scenario 2
ered to be good results, regardless of the occasionally higlvas used.
relative difference in thq‘InI sim @nd f.m fit OF f|n| iter» SINCE Let us now have a more detailed look at the results be-
both of them were small. The results in category 2 were un-4onging to the category 3. If the data points were taken from
desirable, since in those cases the simulated value was smaDR 2, the correspondence betweﬁriiter andfInl sim for re-
but the value obtained from the fitting or iteration method sults in category 3 was poor (Fig. 7). When charged particles
would indicate a considerable fraction of charged particles.grew more rapidly than neutral ones (GR scenarios 2 and 3),
Finally, the results in category 3 were most suitable for as-the iteration method tended to overestimgfe ;. because
sessing how well the fitting or iteration method had been ablethe higher removal rate of charged than neutral particles due
to determrnefnI Slm, and therefore the correspondence be-to the different growth rates was not taken into account. In
tween fnr <im and fm i OF fmr 1o fOT results in category 3 other cases (GR seenarios 1, 4 and 5), _the iteration rnethod
was studied in more detail. tended to underestimatgy; ;.- However, if the data points

were taken from DR 1, the correspondence betwggn,,

4.4.1 The initial charged fraction determined with the and fi; sim for the results in category 3 was good, except for

iteration method the overestimation of;; ¢, in the simulations in which GR

h | h dqf q d with th scenario 2 or 3 was used and the underestlmatloﬁnpg‘lm
The initial negative charged fractions determined with t €in the simulations in which GR scenario 4 was used. The un-

iteration mefthod W|thfasymmetr|cczi sma: ion gc;ncemrat':ns’derestlmatlon in case of GR scenario 4 was mainly because
Jiniter» @ @ function of corresponding charged fractions fromy, o i athod assumed that the growth rate was constant with

the simulations f;y; i,,, are shown in Fig. 7. Regardless of particle size, causing overestimation of the growth rate in the
whether the data points were from DR 1 or DR 2, there were
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Fig. 7. The initial negative charged fractions determined with the iteration method using asymmetric small ion concentrations as a function
of the initial charged fractions in the simulation are depicted in the upper panels for two diameter ranges. The colour denotes the fraction of
the change rate of the negative charged fraction that was taken into account in the method (see details in Appendix B). The solid black line
denotes the one to one correspondence and the dashed lines divide the data points into the 3 categories described in Sect. 4.4. The numbe
denote the number of data points in each category with the numbers in parenthesis denoting the number of data points shown in the figure
The points not shown in the figure had either the valug gf... or fini gim <1 X 10—%. The cumulative frequency of occurrence of the ratio

of the fitted and the simulated initial charged fraction are depicted in lower panels with different colours denoting different growth scenarios
used in the simulations. Only the data points in category @\pfand(B) were used to obtain the curves(i@) and (D), respectively. The

panels on the leftA and C) and right hand sideB( and D) denote the results obtained using data from DR 1 (2.2-11.5nm) and DR 2
(3—11.5nm), respectively.

small sizes. For this reason, the charged fraction approachetibl charging state (Kerminen et al., 2007). In the simulations
the value in the charge equilibrium less rapidly in the methodin which GRppyt was 1 nm 1, the correspondence between
than in the simulation, which resulted in an underestimationfi;’iter and fini.sim Was much worse than in the simulation
of the initial charged fraction wheyﬂ;iysim was higher than  with higher values of GRyyt, as the information of the ini-
the corresponding value in the equilibrium. In the iteration tial charged fraction was minimal at the diameter range of
method used in this study, it was assumed that the changes thhe data points. The results f(fﬁiter were very similar to

the charged fraction were dominated by ion-aerosol attachthe corresponding results gy ...

ment. However, this was not the case in many of the sim-  |f the symmetric small ion concentrations were used when
ulations. By excluding the simulations, in which less than determining e the correspondence betwegp .., and

~ 85 % of the changes in the charged fractions were due tof— was worse than in the case of asymmetric small ion

; = ini,sim
ion-aerosol attachment, the correspondence betwWgan,  concentrations being used, especially when the data were

and fi; iim became much better than with all simulations in- taken from DR 2. The reason for this was that when as-
cluded. Furthermore, the correspondence betwgen, and ~ suming the symmetric small ion concentrations, the con-
fimi sim Was better in simulations with a high GR., low for-  centration of negative small ions was overestimated and the
mation rate and low condensation sink than in the simulationgoncentration of positive ions was underestimated. Thus,
with a small GRyput, high formation rate and high conden- the negative charging of neutral particles was overestimated
sation sink. This was because the higher the growth rate i@nd the neutralization of negative particles was underesti-
and the smaller the change rate of the charged fraction isnated. Consequently, the initial negative charged fraction
the longer the particle population bears memory of the ini-changed less rapidly than in the case of asymmetric small ion
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Fig. 8. As Fig. 7, except that the initial charged fractions on the y-axig\®fand(B) are determined using the fitting method, instead of the
iteration method, and the cumulative frequencies of occurrence shof@) and(D) are changed accordingly.

concentrations being assumed. For this reason, if the initial Let us again have a more detailed look at the results be-
negative charged fraction in the simulation was overchargedlonging to the category 3. When the data points were from
then a smaller initial negative charged fraction was neede®R 2, the correspondence bet\Negimsim and ini it for

in the iteration method to match the simulated values, whichthe results in category 3 was poor (Fig. 8). The correspon-
resulted in an underestimation of the initial negative chargeddence betweerf,; ., and f . varied between the simula-
fraction. If the data were taken from DR 1, the differences be-tions with different growth rate scenarios, Witk] ¢ typ-

tween the values of negative initial charged fractions iterateo|ca"y overestimatingf;~ ., when charged particles grew

with asymmetric a!"nd symmetric small ion concentrgtlonsmOre rapidly than neutral ones (GR scenarios 2 and 3), and
were smaller than in the case of DR 2. Fﬁ;ﬁ‘iter, the sit- underestimating’ otherwise.

uation was the opposite, because the initial positive charged ¢ the data poir%?is's\i/r\?ere from DR 1, the correspondence be-
fraction changed more rapidly, if the symmetric small ion \aan

. . . . finisim @nd fi; s for results in category 3 was much
concentrations were assumed in the iteration method. As arg;ater than in the case of DR 2. Nevertheless. the values of
. + . . 1
sult if /iy sim Was overcharged, then a higher value/gf, fim ¢ Were considerably larger than the valuesfgf ., for

was obtained with the iteration method when using symmetyy,o'simyations with growth rate scenario 3 and considerably
ric small ion concentrations instead of asymmetric ones.  gmajier with growth rate scenario 4. Furthermore, in one third

of the simulations with growth rate scenariofZ;, 5, overes-
timated f;; i, DY at least a factor of 5. The results shown in
Fig. 8 are only forf; . ., but the corresponding results for

The initial negative charged fractions from the fitting fiF; i Were very similar.

method, £, ¢, @s a function of simulated initial negative If we now look at the results in category 3 shown in Fig. 8,
charged fractions{, g are shown in Fig. 8. Regardless there is a lot of variation in the values @f; ;; regardless of

of whether the data points were from DR 1 or DR 2, therethe values off; ., especially when using DR 2. This varia-
were results in all three categories. However, all the pointstion cannot be explained by whether or not the fitting method
in the undesired category 2 were from simulations in whichhas taken into account the processes dominating the changes
GRinput was the smallest (1 nnmh) and/or growth rate sce- in the charged fraction (denoted by the colour of the points).
nario 2 was used. We found out that varying the growth rate, the new particle

4.4.2 The initial charged fraction determined with the
fitting method
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formation rate or the condensation sink all led to variation in  The values observed in the measurements that were used
finisit- A high growth rate, low formation rate and low con- for assessing the suitability of the methods for analyzing the
densation sink were all required to significantly decrease thelata from different measurement sites are presented in Ta-

variation in fi 5 observed in Fig. 8. Furthermore, the cor- ble 4. The values of concentrations and growth rates are me-
respondence betweef}, . and f,-. ., Was especially poor diar_15 over t_he new_particle formation event days observed
when GRypur Was 1nm . since in those cases the infor- during the time period of the EUCAARI campaign (Man-

mation of the initial charged fraction was minimal in the di- Minen et al., 2010), except for Hyga, for which the time
ameter range of the data points. period from 1 March to 30 June 2007 was used. From each

event day, only data from 09:00 to 15:00 were used, since

4.5 Implications to analysis of measurement data the events occurred mostly during that time. The values of
condensation sink are according to Manninen et al. (2010).

4.5.1 Suitability of the methods on various The growth rates presented in Table 4 were determined by
measurement conditions following the centre of the nucleation mode (Lehtinen and

Kulmala, 2003; Hirsikko et al., 2005) over a diameter range

In this study, we have analyzed simulated data covering &rom 3 to 7 nm. This was achieved by estimating the mo-
wide range of atmospheric conditions with the fitting and thement of the highest particle number concentration in each of
iteration methods. When assessing whether these methodbke size sections in that diameter range and fitting a straight
could be used to analyze data measured in specific condiine to these data points with the growth rate obtained as
tions, there are two aspects that need to be taken into accourthe slope of the line. This method is only suitable for ana-

Firstly, the condensational growth rate of the particles hadyzing regional new particle formation events. For this rea-
to be sufficiently high, preferable at leas3 nm L. If the son, the coastal events measured at Mace Head were omitted
growth rate is small, the information of the initial charged here. The growth rates during the coastal events can be sev-
fraction may have been lost before the particles reach theral hundreds of nm per hour (O’Dowd et al., 2002), but the
sizes covered by the measurements (Kerminen et al., 2007growth conditions change rapidly during the transition from
Furthermore, with small growth rates, the measured chargethe place of the actual particle formation to the measurement
fractions are close to their value in equilibrium. In such con- site. Whether the iteration and the fitting methods are suitable
ditions, any unexpected deviation of the measured chargeébr analyzing the coastal events or not is beyond the scope of
fraction from the equilibrium value could cause misinterpre- this study.
tation of the growth rate. As a result, the methods are very The concentrations were obtained from measurements
susceptible to error sources, like inaccuracies in measurewith the Neutral cluster and Air lon Spectrometer (NAIS,
ments, if the actual growth rate is small. For this reason, theKulmala et al., 2007). The NAIS instrument can measure the
fitting and the iteration methods cannot be used to obtain theotal particle concentration using negative or positive corona
growth rate that is used to justify the usage of these methodddischarging of the particle sample and thus two estimates on

Secondly, the processes affecting the charged fractiorthe total concentration are obtained. The value of total con-
taken into account in the methods described in this work arecentration presented in Table 4 for each site is the one based
ion-aerosol attachment (fitting and iteration method) and in-on negative polarity, while the corresponding values based on
tramodal recombination (fitting method). If the concentration positive polarity were very similar. The values of the concen-
of nucleation mode particles and/or larger pre-existing parti-trations given in Table 4 represent the same days for which
cles is sufficiently large, then intramodal coagulation and/orthe growth rates were determined. The number of such days
coagulation scavenging have to be taken into account alsdor each of the sites is also given in Table 4.
This is typically the case in polluted environments.

We have selected a few measurement sites described ih.5.2 Case study on the conditions similar to those
detail by Manninen et al. (2010) and assessed whether or not observed at the SMEAR Il station
the iteration and the fitting methods could be used on the
data obtained at those sites (Table 4). The sites were chdFhe values used as input in the simulations (Table 1) covered
sen to represent different kinds of environments, but they da wide range of atmospheric conditions. Let us now focus
not represent tropospheric conditions exhaustively. The asen only a few of the simulations with the conditions closest
sessment is based on typical values observed at the sites atmithose observed at SMEAR Il station in Hyal, southern
does not necessarily hold for every new particle formationFinland (Hari and Kulmala, 2005), where the fitting method
event measured at the sites. The assessment was made by bas previously been used (e.g. Laakso et al., 2007a). The
timating whether the methods took into account the processefllowing values were chosen to represent the typical con-
dominating the changes in the charged fraction, representeditions at Hyytala: GRppyt =3 nm bl Jig=1lcm3s?
by the value ofF* (see Appendix B for details). The meth- and CS=1x 10~3s~1, whereJ; g is the formation rate of
ods were assumed to be suitable as such if the valugtof  1.8-nm particles. The growth rate has been observed to in-
was> 0.8 and growth rate was 3nmh 1. crease as a function of diameter at H@ai (Hirsikko et al.,
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Table 4. The values of growth rate (GR), condensation sink (CS), concentrations of smalNéﬁ)saﬁd concentrations of total (neutral
charged) and charged nucleation mode particid8t(and N*) from five measurement sites. The values were used to assess whether or not
the iteration and the fitting method would be suitable for data analysis in these particular conditierssiitAble as such, B coagulation
processes need to be added to the method,r®t suitable due to coagulation processess Dot suitable due to too small growth rate. If

the assessment was different for the negative and positive polarity, both of them are presented in the table (negative/positive polarity).

Hyytiala Pallas Melpitz Mace Head Jungfraujoch
# of events 24 6 29 6 9
GR(hmt1) 30 5.6 5.7 2.7 7.2
cs(sh 1.4x103 63x10% 84x103 6.4x10% 59x10°4
NZ (cm™3) 830 520 340 450 440
NEL (cm™3) 710 620 290 480 940
N©'(cm=3) 5300 2700 25000 15000 2700
N~ (cm3) 160 140 570 340 120
Nt (@em3) 120 140 530 810 110
Fitting A A C D A
Iteration B/A A B D A

2005; Yli-Juuti et al., 2011) and the condensational growththe fraction of IIN was 0.5 % or less, the initial charged frac-
of charged particles is likely to be at least moderately en-tions estimated with the methods were typically below 1 %.
hanced compared to that of the neutral ones. For this reaso@therwise, regardless of whether the iteration or the fitting
we considered here only simulations with either GR scenariamethod was used, the ratio of the determined initial charged
3 (moderately enhanced growth of charged particles) or GRraction to the value of fraction of 1IN was approximately
scenario 4 (growth rate increased as a function of diameter)0.7, i.e. the methods underestimated the fraction of IIN by
All of the six combinations of fractions of IIN used as in- approximately 30 %.
put in the model were considered and so, the total number of If the data points were from DR 2 (3.0-11.5nm) and if
considered simulations was twelve. GR scenario 3 was used in the simulations, the ratios of the

The values of IIN used as input in the model, initial determined initial charged fraction and the value of fraction
charged fractions observed in the simulations and the ini-of 1IN were ~0.95 and~ 1.2 for the fitting and iteration
tial charged fractions determined with the iteration and fitting methods, respectively. In other words, the fitting method un-
methods are given in Table 5. In majority of these simulationsderestimated the fraction of 1IN by onkt 5% and the it-
both the iteration and the fitting method took into account theeration method overestimated it by20 %. However, if GR
processes dominating the changes in the charged fraction, i.ecenario 4 was used in the simulation, the methods were not
the value of F* was close to unity (Table 5). The only no- able to trustfully determine the fraction of IIN. The reason
table exception was the iteration method in simulations withfor this was that the growth rate was too small for the par-
high fraction of 1IN used as input in the model, for which ticle population to bear considerable amount of information
values of F* < 0.65 were observed. In other cases, accord-of the initial charged fraction at 3nm. The average growth
ing to the assessment procedure described in Sect. 4.5.1, thates in simulations with GRyyt =3 nm tr! and using GR
usability of the methods depended on the growth rate, whickscenario 4 for diameter ranges3 nm, 3—7 nm and 7-20 nm
will be looked into in more detail below. were 1.3, 2.2 and 2.9 nnth, respectively (Fig. 1). The cor-

For the simulations in which the fraction of IIN was responding growth rates observed at Hgl#iare 1.9, 3.8
> 0.5% and GR scenario 3 (scenario 4) was used, the initiaind 4.3 nm hl, respectively (Yli-Juuti et al., 2011). In other
charged fractions observed in the simulations were approxiwords, the growth rates observed in the measurements are on
mately 40 % (20 %) smaller than the corresponding fractionsaverage~ 1.5 times higher than the corresponding growth
of IIN used as input in the model (Table 5). Here, the ini- rates in these simulations. With the average growth rates ob-
tial charged fractions determined with the methods will be served at Hyy#la, the particle population still bears infor-
compared with the values of IIN used as input in the model.mation of the initial charged fraction at the sizes of DR 2.
This will be done to provide results that are relevant from theHowever, according to the observed variation in the growth
point of view of the atmospheric measurements (Laakso etates, there are also nucleation events observed atagyi
al., 2007a, b; Gagnet al., 2008, 2010, 2012). which the growth rate is not sufficiently high for this infor-

If data points from DR 1 (2.2-11.5nm) were used when mation to exist at the sizes of DR 2.
analyzing the simulated data, both of the methods were able The ratio of the initial charged fraction determined with
to give reasonable estimates of the initial charged fractions. Ieither the fitting or the iteration method to the fraction of IIN
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Table 5. The values of initial charged fractions determined with the fitting and the iteration methods for simulations with the values used as
input in the model representing typical conditions at Hg#i Finland. In these simulations, the particle growth ratej{R, condensation

sink and new particle formation rates were 3nmthl x 10-3s~1 and 1cnm3s1, respectively. All six combinations of fractions of 1IN

were used as well as GR scenarios 3 (growth rate of charged particles was moderately enhanced) and 4 (growth rate increased as a functic
of diameter). DR 1 and DR 2 denote the diameter ranges 1 (2.2-11.5nm) and 2 (3—-11.5 nm), respectively.

Method fini (%) (%) INT (%) INT (%) f5, (%) fin(%) F~  FT  GRscen.
Fitting, DR1 (DR2)  0.00 (0.01) 0.00 (0.00) 0 0 0.02 001 096 097 3
Iteration, DR1 (DR2)  0.00 (0.30) 0.01 (0.33) 0 0 0.02 0.01 093 0.95 3
Fitting, DR1 (DR2)  0.34 (0.59) 0.44 (0.82) 0 0 0.07 0.05 090 0.93 4
Iteration, DR1 (DR2)  0.50 (1.3)  0.65(1.7) 0 0 0.07 0.05 0.84 0.88 4
Fitting, DR1 (DR2) 3.0(3.9) 3.0 (4.0) 5 5 2.3 23 093 095 3
Iteration, DR1 (DR2) 3.7 (6.6) 3.8 (6.4) 5 5 2.3 23 082 082 3
Fitting, DR1 (DR2) 2.4 (0.83) 2.4(1.2) 5 5 3.9 41 0.88 0091 4
Iteration, DR1 (DR2) 1.8(1.8) 2.2(2.3) 5 5 3.9 41 079 0.83 4
Fitting, DR1 (DR2) 47 (64) 47 (61) 50 50 48 48 0.98 0.99 3
Iteration, DR1 (DR2) 48 (61) 48 (59) 50 50 48 48 062 0.64 3
Fitting, DR1 (DR2) 43 (1.5) 46 (2.4) 50 50 43 45 0.95 0.96 4
Iteration, DR1 (DR2) 42 (3.2) 41 (4.4) 50 50 43 45 0.82 0.85 4
Fitting, DR1 (DR2) 1.8(2.4) 0.00(0.00) 3 0 1.3 001 090 0.98 3
Iteration, DR1 (DR2) 2.5(4.3) 0.02(0.31) 3 0 1.3 0.01 085 0.93 3
Fitting, DR1 (DR2) 1.1(0.82) 0.42(0.75) 3 0 2.4 0.05 085 0.94 4
Iteration, DR1 (DR2) 1.3(1.8)  0.59 (1.6) 3 0 2.4 0.05 078 0.88 4
Fitting, DR1 (DR2) 6.1(9.3) 0.25(0.29) 10 0.5 4.6 0.24 095 0.97 3
Iteration, DR1 (DR2) 7.1(13) 0.48(0.76) 10 0.5 4.6 024 092 0.83 3
Fitting, DR1 (DR2) 6.1(1.4) 0.53(0.66) 10 0.5 7.8 045 0.90 0.94 4
Iteration, DR1 (DR2) 35(2.7) 0.67(1.4) 10 0.5 7.8 0.45 0.86 0.87 4
Fitting DR1 (DR2) 29 (40) 7.3(8.5) 40 10 24 59 096 0.98 3
Iteration, DR1 (DR2) 30 (39) 6.9 (7.9) 40 10 24 59 0.86 057 3
Fitting, DR1 (DR2) 25(3.3) 8.2(0.70) 40 10 33 83 094 0094 4
Iteration, DR1 (DR2) 22 (5.6) 4.3(1.2) 40 10 33 83 0.90 0.79 4

used as input in the model varied between 0.36 and 1.43particles, provided that the dynamic processes governing the
excluding the situations with small fraction of 1IN<(0.5 %) change in the fraction of charged particles are known suffi-
or too small growth rate. Thus, as a conservative estimate, theiently well.
iteration and the fitting methods were able to determine the We conducted a set of aerosol dynamics simulations with
fraction of IIN within a factor of 3 in the conditions that were varying conditions similar to those observed in the atmo-
chosen to represent those observed at EygtiThis estimate  sphere. We then estimated the particle growth rate and the
holds only for cases with the growth rate similar to or aboveinitial charged fractions from the simulated data using the it-
the average value observed in the measurements, and it doesation and the fitting method that have previously been used
not include uncertainties related to measurements. It shouldn measured data. The estimated values were compared with
be noted that other methods have also been used to determitige corresponding simulated values and the methods were
the fraction of 1IN (Manninen et al., 2010), but assessing thefound to be able to give reasonable estimates with certain
precision of those methods is beyond the scope of this paperestrictions on the conditions.
We found that if charged particles grew much more rapidly
than neutral ones (an enhancement factor dD at a diam-
5 Summary and conclusions gter of~_2 nm), the methods were nqt _aple to reasonably es-
timate either the growth rate or the initial charged fraction.

The fraction of particles formed carrying an electric chargeIf the growth rate of charged particles was moderately en-
varies between different atmospheric conditions. Regardlesgamed cqmpared to that of neutral ones (an enhancement of
of the initial fraction, the fraction of charged particles ap- 2ata d|a_meter of-2nm), or the growth rate of all par-
proaches a value indicative of charge equilibrium as the parti—t'des_Was diameter dependent, the correspondence bgtween
cles grow to larger sizes. The measurements of aerosol char%he simulated and the.es'umated growth rate was typically
ing state and charged fraction can be used to estimate the pa?> good as, or only slightly worse than, in the case of all
ticle diameter growth rate and the initial fraction of charged
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particles growing by the same rate regardless of their size oand fitting methods, described in Sects. 2.2.1 and 2.2.2, are
charge. able to provide estimates on the initial charged fraction at the

When the particle growth rate was smai§ nmh 1), the  size the particles are assumed to be formed, but in order to
methods were found to be very sensitive to processes thastimate the fraction of IIN, the differences in the removal
were not taken into account in the methods. We would adviceates of the neutral and charged particles need to be taken
that neither the iteration nor the fitting method should be usednto account.
for analysing the aerosol charging state when the charged Since it is beyond the scope of this study to assess how
particles grow much more rapidly than neutral ones and/or ifthe fraction of IIN® should be estimated from the initial
the condensational growth rate is small§nmh1). Hereit  charged fraction, we evaluated the performance of the iter-
should be noted that the values of growth rate obtained withation and fitting methods by comparing the initial charged
the iteration or fitting methods themselves cannot be usedractions determined using the methods to those obtained
to justify the usage of the methods, since they do not pro-directly from the simulations. However, in previous studies
vide trustworthy estimates of the growth rate when the actuathe initial charged fraction has been assumed to be equal
growth rate is very small. to the fraction of IINF (Laakso et al., 2007a; Gagret al.

We found that even a relatively small difference, or asym-2008, 2010, 2012). In order to estimate the accuracy of those
metry, in the small ion concentrations (600 and 8008m  studies, we also compared the initial charged fractions de-
for negative and positive small ions, respectively) should betermined with the iteration and fitting methods to the corre-
taken into account in the iteration method. If the small ion sponding fractions of IIN used as input in the model. The re-
concentrations were assumed to be the same in the analysissalts of that comparison are shown here only for the negative
considerable overestimation of the simulated growth rate wasnitial charged fraction determined with the iteration method.
observed, especially if the simulated growth rate was small. The corresponding results for the fitting method and for the

The data points of the charged fraction below 3 nm in di- positive initial charged fraction determined with either of the
ameter were found to improve significantly the correspon-methods were very similar.
dence between the estimated and the simulated charged frac- When comparing the initial charged fractions determined
tion at 1.8 nm. However, the correspondence between the esvith the iteration and fitting methods to the corresponding
timated and the simulated growth rate worsened when datgalues in the simulations, the results were divided into three
points below 3 nm were used, especially if charged particlexategories defined in Sect. 4.4. According to that defini-
grew more rapidly than neutral ones. tion, category 3 included results of the simulations in which

The suitability of these methods for analysis of measure- iﬁ’sim > 1%. When comparing the initial charged fractions
ment data depends on the conditions at the measuremendetermined with the methods to the corresponding proportion
site and should be checked individually for different condi- of IIN used as input in the model, the definition of category
tions. We have provided a simple way of estimating whether3 was adapted to include results of the simulations in which
the methods take into account the processes dominating théN* > 1 %.
changes in the charged fraction in particular conditions and The initial negative charged fractions determined with the
assessed the suitability of the methods in a few exampleteration method with asymmetric small ion concentrations,
cases. With a high enough condensation sink and/or a higly;; ;. @s a function of corresponding proportion of fN
enough concentration of nucleation mode particles, the coare shown in Fig. Al. The data points with the value of
agulation processes have to be included in the methods. I'HN~ = 0% were omitted from the figure, but for the vast
clusion of coagulation processes to the iteration method hamajority of those cases either the valuefg[iter was< 1%

already been done by lida et al. (2008) in the charge symmetor the growth rate used as input in the model was 1 nfh
ric framework, but not in the asymmetric frame work used in When Comparing the results in category 3 shown in F|gs 7
this StUdy. The inclusion of the Coagulation processes to th%nd Al, the |argest difference can be observed in the dis-
iteration method in the asymmetric framework is beyond thetribution of points for the simulations with the growth rate
scope of this study, but it could be done in the future. scenario 2. The general shapes of the curves corresponding
to the simulations with GR scenario 2 were much more sim-
. ilar to the shapes of the other curves in Fig. Al than in Fig. 7
Appendix A (panels C and D). It should be noted that the number of data
points in category 3 for simulations with GR scenario 2 is
Comparison of the initial Charged fraction determined much h|gher in F|g Al thanin F|g 7, because' in those sim-
with the iteration method to the fraction of 1IN used as ulations, the proportion of [IN was typically much larger
input in the model than f. <. (Fig. 2).
Regardless of GR scenario used in the simulation, the

In Sect. 4.1 we demonstrated that the initial charged fractionaration method underestimated the proportion of 1IN

. . . :t . .
in the simulations fiy; s, did not equal the fraction of par-  (gjg A1) slightly more often than it underestimatg; ¢

ticles formed via ion-induced nucleation, FNThe iteration
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Fig. Al. The initial negative charged fractions determined with the iteration method using asymmetric small ion concentrations as a function
of the proportion of IIN™ used as input in the model are depicted in the upper panels. The colour denotes the fraction of the change rate of
the negative charged fraction that was taken into account in the method (see details in Appendix B). The solid black line denotes the one to
one correspondence. The numbers denote the number of data points in category 3 with the numbers in parenthesis denoting the number ¢
data points shown in the figure. The points not shown in the figure had the vaﬂggigfr < 0.1%. The cumulative frequency of occurrence

of the ratio of the determined charged fraction and the fraction of |i¥e depicted in the lower panels with different colours denoting
different GR scenarios used in the simulations. All of the data points in category 3 were used to obtain the ¢@vasd(D). The panels

on the left @ andC) and right hand sideB andD) denote the results obtained using data from DR 1 (2.2-11.5nm) and DR 2 (3-11.5nm),
respectively. A random variation of up to 10 % is added to the values on the x-g% ahd(B) to make data points more distinguishable.

(Fig. 7). This behaviour was expected sinf;ﬁysim <IlIN* alyzed eight nucleation event days from spring 2005 with a
(Fig. 2). The difference was not very big, however, exceptkinetic aerosol dynamics model that uses ion-mediated nu-
for the simulations in which the charged particles grew morecleation, IMN, as the mechanism for particle formation and
rapidly than the neutral ones (GR scenarios 2 and 3). were able to match the charged fractions at 2 nm as estimated
When analysing data measured at SMEAR |l station inby Laakso et al. (2007a), at least within reasonable uncertain-
Hyytiala, different studies using different approaches haveties. The conclusions on the importance of IMN of the studies
ended up to different conclusions on the importance of thdisted above seem contradicting, and though it is not a major
particle formation mechanisms involving charges comparednotivation of this study, a few aspects can be pointed out to
to purely neutral mechanisms. The fitting method describedexplain the difference.
in Sect 2.2.1 was used in the studies by Laakso et al. (2007a) First of all, the particle population may not bear memory
and Gage et al. (2008, 2010, 2012) on the data measuredf the initial charged fraction in the sizes of the measure-
with lon-DMPS. In those studies, it was found that the newments as explained by Kerminen et al. (2007). Since the loss
particle formation was rarely dominated by IIN with the me- of information is not a feature of the data analysis methods,
dian proportion of IIN being 6.4% (Gagnet al., 2008). but a consequence of physical processes, none of the meth-
In the study by Manninen et al. (2009), the contribution of ods listed above can give any estimate on the proportion of
ion-mediated nucleation (IIN plus particles formed via re- IIN in those cases. The memory effect has been considered
combination of oppositely-charged small ions) was estimatedn the study by Laakso et al. (2007a) and in studies by @agn
to be ~10% in Hyytiala conditions using a data analysis et al. (2008, 2010, 2012). It is likely that the loss of informa-
method that is based on apparent formation rates of total antlon of the initial charged fraction has occurred also in some
charged particles. However, Yu and Turco (2008, 2011) an-of the eight cases analysed by Yu and Turco (2008, 2011).
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Secondly, the assumption that the growth rate is constantere N°, N~ and N* are the concentrations of neutral,
regardless of the size and charge of the particle, which is asaegatively-charged and positively-charged patrticles, respec-
sumed in the methods used by Laakso et al. (2007a), &agrtively, No and Né are the concentrations of negatively-
et al. (2008, 2010, 2012) and Manninen et al. (2009, 2010)and positively-charged small ions, respectivélyp, ko +,
may have a considerable effect on the estimated proportions,. 1+ andk_ 4 are the coagulation coefficients between two
of 1IN. In this study, the fitting and iteration methods tended neutral particles, between a neutral and a charged particle,
to underestimate the proportion of IIN when the growth ratebetween two similarly-charged particles and between two
increased as a function of diameter (Fig. A1). However, if theoppositely-charged particles, respectively. The CgagBns
charged particles grew more rapidly than the neutral onesgenote the scavenging rate of the nucleation mode particles
the underestimation was decreased (Fig. Al). In Hygti  with the chargey (neutral, negatively- or positively-charged)
the growth rate has been observed typically to increase as due to coagulation with larger pre-existing particles.
function of diameter and the charged particles probably grow The terms on the right hand side in Egs. (Bla)—(B1c) can
at least slightly more rapidly than the neutral ones. As a nebe divided into four categories: the terms from first to fourth
effect, the iteration and fitting methods tend to somewhat un-in Eq. (B1a), as well as first and second terms in Egs. (B1b)
derestimate the proportion of IIN when used on the data fromand (B1c), are related to ion-aerosol attachment. The terms
Hyytiala, but the magnitude of the underestimation is veryfrom fifth to seventh in Eqg. (Bla), as well as third terms in
much dependent on the growth rate. The method used b¥gs. (B1b) and (B1c), are related to self-coagulation, exclud-
Manninen et al. (2009, 2010) is not considered in this study,ing recombination within the mode. The eighth term in Eq.
but the results obtained using that method are most probaBla) and the fourth terms in Egs. (B1b) and (B1c) are re-
bly also affected by the size and charge dependence of thiated to recombination within the nucleation mode. The ninth
growth rate. term in Eq. (B1a) and the fifth terms in Egs. (B1b) and (B1c)

Furthermore, the charged fraction is very size dependent adre related to coagulation scavenging.
sizes below 3 nm in diameter (Kerminen et al., 2007; Yuand The charged fractionf* = N*/N™!, changes in time as
Turco, 2011). This phenomenon introduces a considerabléhe particle concentrations change:
uncertainty when estimating the proportion of IIN, since the
formation size of the particles is ambiguous.

df~ d /N~ 1 dv- N- [dN— dNT dN®
:Ntot dr (Ntot)Z

ERrAYE oA +dt> (B2a)

dr dr

Appendix B dft d (N*)_ 1 dvt Nt fdN- dNt dN°
Nt )TNt g (N2 | d o T (B2b)
Processes affecting the change rate of the charged

fraction where N js the total concentration of nucleation mode

particles. By combining Egs. (B1) and (B2) we get expres-

Let us assume that we have a narrow nucleation mode. isions for the change rates of charged fractions. Furthermore,

which particles are either neutral or singly-charged. We ap-\We can write the change rate of the charged fraction sepa-

proximate the nucleation mode using a monodisperse distriatély for the ion-aerosol attachment, recombination within
bution, in which case the balance equations can be writteri"€ Mmode, self-coagulation (excluding recombination within
the mode) and coagulation scavenging, in which case we get

as:
df~ - _ _
0 - _ _ _ Y _ Tt
dd—]\;=a’NEN++a+NéN’—ﬁ’NENO—ﬂJFNéNO ( dr )IA—I‘} Ne(A—-f"=f7)—aNof™  (B3a)
2
—0.5ko,0(N®) —ko NN~ —ko  NON*
() ’ (di) =B NS (1—f"—f*)—a Ncf*  (B3D)
+k_ N~ Nt —CoaggN® (Bla) dr /i
df~ _ _
n (Lt) ——k_fNt(1=f") (B4a)
- RE
~ = ¢ NENT+ BT NGNO 05k (N7)? ¢
_ _ dr+
—k_,N~N*—CoagS N (B1b) (Lt) — ko TN (1= ) (B4b)
REC
dn* ~ NNt 1 gt At A0 +)2 7Y ok NO~ (1= f~ = f1)?
g =« NoNT+BTNENC — 05k, o (N7) ;)= OSkeo
—k_4+N"N*—CoagS N™". (Bilc) +f (ko f~ +kot fT)N(1—f~—f*) (B5a)
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only one value ofFi; and Fi., for each simulation. These

df+ ) values were calculated according to
( ) = 0.5ko 0N f* (1= /7 = f7)
sc

ar FE = (B9)

oS ko SINEA =72 1T) - B80) it (%), )| () o)) % () )
. 1 (ﬁ)TOT(dpz)
<%>CS= —Coags f~ (1-f7) and
+C0agS st~ +Coags s~ (1 —r") ) ELa|(%),, ()| < (%) o () 10
iter — -+
Y <%‘I_>TOT (dp.1)
d +
<%>CS= —CoagS f+(1-f%) where (d*/dt)tor is the total change rate of the charged

b N o fraction anddp 1, dp2, dp,3 anddp 4 are 2.2, 2.5, 3.0 and
+CoagS /" f~ +CoagQ /" (1-f"—f") (BBb) 39 nm, respectively. The values of terms on the right hand

Here IA, REC, SC and CS refer to ion-aerosol attachmentSide of Egs. (B9) and (B10) were calculated assuming that
all the nucleation mode particles had the diaméjgr dur-

recombination within the nucleation mode, self-coagulation’ s )
within the nucleation mode (excluding recombination) and "9 the moment of time in which the centre of the mode was

coagulation scavenging, respectively. at that §i;e.
In the form described by Gagret al. (2012), the fitting The fitting method was used only on the data of one polar-

. . :t . .
method takes into account the ion-aerosol attachment and rdYY @t the time and the value df;; of corresponding polarity

combination within the mode, whereas the iteration methodVas used in the analysis. For the iteration method, which was

only takes into account the ion-aerosol attachment. Thus, th&Sed simultaneously on both polarities, the valuégf was
fraction of total change rate of the charged fraction taken into"S€C-

account in these two methodE;tE(dp) and Fiir(dp) for fit- When assessing the suitability of the fitting and the iter-

ting and iteration method, respectively, can be estimated as: 210N methods for analyzing the data collected at different
measurement sites (see Sect. 4.5.1), the valuq%'t()ﬁp,i)

Fﬁf (dp) = (B7) were estimated based on the nucleation mode concentrations:
’(déffi)m (dp)’ + (dT’i)REc(dp)’ + N
T T T E f (d ,i) = ot (Bll)
() )]+ () e )]+ [ s )]+ (%) o ) P

where N* and N are the charged and total concentra-
tion, respectively, of 3—20 nm patrticles. Also, the values of
Fiir (dp) = (B8) Coagg were e_stimated from the values of CS by assuming
‘ ( 4t ) @) the same relation between CS and Coatjat was observed

d Jia

in the simulations conducted in this study.
‘(%%A (dp)‘ + ‘<%)REC(QIP)‘ + ‘(%%s(dp)’ + ’(%)sc(dp)‘.
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