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Abstract: Most temperature predictions for deep geothermal applications rely on correcting bottom-
hole temperatures (BHTs) to undisturbed or static formation temperatures (SFTs). The data used for
BHT correction are usually of low quality due to a lack of information and poor documentation, and
the uncertainty of the corrected SFT is therefore unknown. It is supposed that the error within the
input data exceeds the error due to the uncertainty of the different correction schemes. To verify this,
we combined a global sensitivity study with Sobol indices of six easy-to-use conventional correction
schemes of the BHT data set of the Bavarian Molasse Basin with an uncertainty study and developed
a workflow that aims at presenting a valid error range of the corrected SFTs depending on the
quality of their input data. The results give an indication of which of the investigated correction
methods should be used depending on the input data, as well as show that the unknown error
in the input parameters exceeds the error of the individual BHT correction methods as such. The
developed a priori uncertainty-based BHT correction helps to provide a real estimate of the subsurface
temperatures needed for geothermal prospecting and probabilistic risk assessment.

Keywords: static formation temperature; geothermal; BHT; uncertainty; sensitivity; Sobol indices;
Bavarian Molasse Basin

1. Introduction

Knowledge of the static formation temperature (SFT) is essential for both geothermal
and hydrocarbon projects for optimal borehole design (drilling and completion, e.g., [1]),
for exploring heat deposits, as a basis for interpreting geophysical loggings, e.g., [2], and
for the calculation and correction of geothermal and hydraulic parameters [1]. It is of
special importance for geothermal projects in low-enthalpy regions, since the SFT directly
correlates with the amount of energy produced by a geothermal well, which is crucial for
reaching the minimum production temperature [3]. Small differences in expected formation
temperature therefore have large impacts on the estimated efficiency and economics of
geothermal systems and, consequently, on exploration risk and insurability. Statistically val-
idated temperature forecasts are consequently of high interest for geothermal prospecting
and to reduce the risk of successful exploration. To obtain an approximation of subsurface
temperatures, isothermal maps and temperature distribution models are used. The quality
of these temperature predictions is influenced by the data density, the heterogeneity of data,
including disturbed and undisturbed temperatures, and the applied inter- and extrapola-
tion [4]. Disturbed temperatures represent data that are measured immediately or shortly
after the drilling process and are therefore thermally affected by the drilling process, while
undisturbed temperatures represent the actual rock temperature. The direct measurement
of undisturbed temperatures is costly and time consuming, as well as challenging due
to the unknown and proportionally long shut-in time that must be waited for. This is
possible with a temperature logging tool, which is usually operated via a wireline, or with
fiber optic temperature measurements, which are either wireline or permanently installed.
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Therefore, the SFT is rarely known and in most cases must be estimated from poor quality
temperature data.

Most common sources of downhole temperature data are bottom-hole temperatures
(BHTs) that are measured during or after drilling as a byproduct of geophysical logging
runs and are usually documented at the lowest point of a logging run across a well section.
Usually, the drilling fluid cools the formation, but at shallow depths at around 1000 m, the
rock temperature is low and BHT measurements may therefore exceed the SFT, e.g., [5] (see
Figure 1).
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diffusivity, e.g., [20,21]. The latter method was refined by [22] by correlating the thermal 
disturbance with the borehole radius. 

Figure 1. Schematic of exemplary bottom-hole temperature (BHT) measurements in a borehole. The
BHTs (black dots) can be present single or, if several were measured at one depth, as a series of
measurements. Due to the thermal influence of the previous drilling, BHTs deviate from the static
formation temperature (SFT), which can be derived by the geothermal gradient (red line).

In the early stages of geothermal projects, BHTs are often the only downhole tempera-
ture information available as documented, e.g., by [6] for their Denmark data set. BHTs are
well known to be highly influenced by mud circulation (temperature of the drilling mud,
duration and pumping rate), the time passed after circulation stops, the geometry of the
borehole, the geothermal gradient, and the thermal properties of the borehole fluid and the
surrounding formation, e.g., [1].

An estimation of the SFT from BHT data is possible by analytical or numerical ex-
trapolation of these temperature buildup during the shut-in period of the respective well.
Reviews of the most prominent existing conventional correction methods highlighting
their differences are given by [7–9]. Widely used are the Horner plot method [10] adapted
by [10,11], the correction according to [12], as well as the generalized Kutasov–Eppelbaum
method [13]. These methods represent BHT-correction procedures based on a line source
approach that determine the equilibrium temperature as the intersection point with the
temperature axis. A mathematical issue with these models is that they inadequately repre-
sent the borehole as they ignore the spatial dilatation (borehole radius). Other methods
that are solved graphically are the spherical-radial heat flow model of [14] or the radial
heat source Brennand method [15], which is recommended by several authors due to its
accuracy [9,16,17]. The numerical and analytical methods following [18] are based on a
cylindrical source model considering the spatial dimensioning (radius 6= 0) [8,19]. By esti-
mating the initial temperature disturbance and thermal diffusivity, one can also calculate
the SFT for only one available BHT at fixed values for the borehole radius and thermal
diffusivity, e.g., [20,21]. The latter method was refined by [22] by correlating the thermal
disturbance with the borehole radius.

More advanced and more complex methods were introduced by several authors
in recent years, such as a two-component model that respects the thermal interactions
between drilling mud and formation due to their different thermal properties [23] or an
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artificial neural network approach to empirically derive the SFT [24]. Other available
approaches include Wong-Loya’s rational polynomial functions [25], the stochastic method
of particle swarm optimization algorithm [26], the multicomponent approaches on the basis
of geochemical data [27,28], or a numerical wellbore simulator and numerical inversion of
temperature logs during injection [29,30].

However, conventional methods are still widely used, e.g., [31], because they are easier
to apply and require less information about the geophysical properties of the drilling fluid
and the formation, as well as less computational effort than the more complex methods.
Thus, they are often applied at wells with poor documentation where the accuracy of
the information may be doubted or where the necessary parameters for the correction
methods are often not known at all. This is particularly true for old hydrocarbon wells. In
general, BHT data found in older logging reports and logging headers are not reliable, as
the values often suggest incorrect documentation and rounding of relevant parameters [7].
A validation of different conventional BHT correction schemes versus field data was
executed by, e.g., [8,32], who estimated errors up to about 8 to 10 ◦C, or [33] who studied
different regression schemes for the solution of graphical BHT correction. The author
of [32] concluded that, due to high standard deviations, corrected BHTs reflect that the
undisturbed formation temperature is not better than ±16 ◦C. These authors focused on
the different mathematical correction methods but did not include the likely interactions
of varying input parameters in their studies. We suspect that the inaccuracy of the input
data has a much greater impact on the correction than the methodological weakness of
the generalized conventional methods. This was also highlighted by, e.g., [7], who stated
that the accuracy of the corrected BHTs does not necessarily lie in the method used for the
correction, but rather in the quality of the available data. The authors of [34] also found
that the results of different correction methods differ a lot and that the errors are generally
of importance, with up to 10 to 20 ◦C. They see the different mud circulation practices as a
main trigger. For a holistic consideration of the true error of the corrected BHTs, the errors
in all input parameters are relevant.

For prospecting and risk assessments prior to the start of new geothermal projects and
for a general assessment of a region’s geothermal potential, tools that present reservoir
temperatures as a reliable business case are needed. To date, a quantitative consideration of
the error of BHT-corrected values has been lacking but is crucial for a risk assessment of the
temperature forecast. Therefore, in this study, we investigate how BHT-corrected values
can be provided as a distribution dependent on the quality of the input data and their
errors, rather than as a distinct corrected temperature value that ignores error propagation,
as is commonly done, e.g., [6,9,22,26]. To do so, we study the sensitivity of typically used
correction schemes and their error considering different parameter assumptions. Based on
the results of the sensitivity study, a new workflow that accounts for the likely errors in the
input parameters and provides a probabilistic alternative to existing temperature estimates
to assess business, as well as the worst- and best-case scenarios, is described.

2. Materials and Methods

We applied a variance-based global sensitivity analysis (GSA) using Sobol indices [35]
and Saltelli sampling [36] on the temperature data set of the Bavarian Molasse Basin to show
possible sources of error of BHT correction and provide recommendations on the favored
methods to be applied. The focus was on six conventional BHT correction schemes that
are commonly used and can be applied on a large data set with a partly poor or unknown
quality, and thus large uncertainty of the available data. Therefore, the uncertainties in all
input parameters were studied and the outcome’s uncertainty based on the given input
parameter set and its error-proneness was evaluated. Using undisturbed temperature logs,
also derived from fiber-optic distributed temperature sensing measurements (DTS) from
the data set, the BHT correction schemes were compared with respect to their uncertainty.
For this purpose, the possible deviations of the corrected SFT from the actual tempera-
ture conditions were calculated from the temperature logs and the DTS measurements,
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respectively. By combining the results of the sensitivity study and the uncertainty analysis,
we developed a workflow that yields a corrected SFT with statistically valid uncertainty
depending on the quality of the individual BHT data sets. Since conventional correction
methods are only based on conductive heat transfer, we also investigated the performance
of these BHT corrections in a well at known inflow zones.

2.1. Study Area and Data Set

The main exploration target in the conductive-dominated hydrogeothermal study area
is the fractured and karstified carbonate rocks of the Upper Jurassic Malm aquifer. The
production temperatures range between under 50 ◦C in the north, where the aquifer is
at shallow depths, and over 160 ◦C in the south, where the Upper Jurassic is in depths
of 4000 to 6000 m [37,38]. We used this temperature data set of drillings in the Bavarian
Molasse Basin in Southern Germany, which includes both hydrocarbon and geothermal
wells. In the 1950s and 1960s, multiple gas and oil wells were being drilled there, exposing
layers of the Cretaceous and deeper in layers of the Upper Jurassic. In the last 15 years,
a lot of geothermal projects were developed, making the Bavarian Molasse Basin one
of Europe’s most important low enthalpy geothermal hotspots today [39,40]. Extensive
studies were conducted during the geothermal buildup to characterize the reservoir of the
Molasse Basin in detail as well as regionally, hydrochemically [41], petrophysically [42],
and geothermally [43,44].

In the study area, a total of 65 geothermal wells and 870 hydrocarbon wells exist.
Of those, BHT data with associated reported shut-in times from logging reports and
headers are available from 346 wells (292 oil and gas wells and 54 geothermal wells).
Fourteen wireline temperature logs (TLogs) of both geothermal and hydrocarbon wells
were available, of which eleven were measured after a shut-in period of at least two months.
In addition, a time series of continuously measured high-quality temperature profiles was
available at the well TH4 of the Schäftlarnstraße (SLS) site in Munich. This well is equipped
with a permanent fiber-optic monitoring system, installed inside of the borehole over its
entire length along a steel sucker rod [45]. There, distributed temperature sensing (DTS)
was used to collect temperature profiles over a 16-month period during the shut-in and
to monitor the equilibrating borehole temperature. The DTS temperature profiles were
acquired every 10 min at a spatial resolution of 1 m. With the exception of a dominant
hydraulically active zone at the top of the reservoir, thermal dynamics (warm back) are
no longer evident in the profiles after 16 months of shut-in [45]. Therefore, we suspect
that this profile reflects the geothermal gradient with great accuracy. Further details on
the background of downhole fiber-optic temperature measurements, the installation of
the monitoring system in SLS TH4, and the technical specification can be found in [45].
A summary of all available continuous temperature logs is given in Table S1. Figure 2
depicts all available temperature logs (wireline and DTS) and the BHT data of the Bavarian
Molasse Basin.

As can be seen in Figure 2, the disturbed BHT readings generally tend to overestimate
the undisturbed temperature profiles at shallower depths and underestimate them at
greater depths. For 165 cases, we had to assume copying errors of the BHT (i.e., the same
BHT values were written down for different shut-in times), and in some other cases we
noticed errors copying the shut-in time. These data were not used for further analysis. In
total, there were 730 cases with one or a series of BHT measurements with reported shut-in
times that could be corrected to SFT. For 155 wells, only a single BHT was available at a
depth layer of the respective well. This means that more than one BHT may be measured
in a well, e.g., from different logging runs at different depths/borehole sections of the
respective well, but not consecutively in a series of logging runs in a borehole section. In the
following, such data are then referred to as “one BHT.” Data for one BHT were generated if
only one logging run was performed per borehole section or if a series of logging runs was
performed but only one valid BHT was reported. If multiple consecutive logging runs were
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performed, but the reported BHT data did not increase over time, these BHT data were
classified as invalid. Table 1 shows the evaluable BHT data in increments of 500 m TVD.
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Table 1. The BHT data set structured in steps of 500 m TVD regarding the shut-in time.

Depth
(mTVD)

Number
of Wells

Valid Bottom-Hole Temperature at One Depth Average Shut-in
Time (s)

Temperature
Range (◦C)1 BHT 2 BHTs 3 BHTs 4 BHTs 5 BHTs 6 BHTs

≤500 39 36 7 0 0 0 0 30,600 21.0–61.3
500–1000 98 78 25 7 1 0 1 29,880 22.0–67.0

1000–1500 104 63 32 12 9 2 0 33,120 30.0–70.0
1500–2000 103 82 26 10 5 1 0 43,200 27.8–82.0
2000–2500 95 79 22 9 3 3 1 48,960 39.0–92.0
2500–3000 66 47 18 5 5 3 0 60,480 47.0–116.7
3000–3500 37 25 10 6 2 3 1 61,200 60.0–124.0
3500–4000 27 17 11 3 3 0 1 76,680 61.0–137.5

>4000 35 30 14 7 3 1 0 57,960 73.0–167.7

Even for wells drilled in recent years, the vast majority have only one BHT that can be
corrected. A reason for this lies in the fact that often only a few expensive logging runs are
performed and the BHT and corresponding shut-in time are reported only as a byproduct
to the actual logging parameters and are thus often imprecise or missing.

In nine cases, a complementary data set of undisturbed temperature data was available
from TLog or fiber optic DTS data (well SLS TH4) and BHT data with reported shut-in times.
Unfortunately, only in two of these cases was a set of measurements from at least two BHTs
at the same depth with different shut-in times available. The unperturbed temperature
information was used as the target value in the uncertainty study in these nine cases.

2.2. Applied Correction Schemes

We applied the six conventional and commonly used correction techniques of the
Horner Method (HM), the Lachenbruch and Brewer Method (LBM), the Brennand Method
(BM), the linearization method (LM), forward modeling (FM), and the 1BHT Method
(1BHTM). HM and LBM are based on a linear heat source, disregarding the radius of
the borehole. These methods, as well as BM, based on a radial heat source, are solved
graphically by interpolation of a time equivalent versus the measured BHT values. The
LM, FM, and 1BHTM schemes, in contrast, are based on Leblanc’s cylindrical heat source
model following Equation (1) [18]:



Energies 2022, 15, 6367 6 of 27

BHT (0, t) = SFT + ∆T
(

e
−a2
4κts − 1

)
, ∆T = SFT − Tm (1)

where BHT [◦C] represents the thermally disturbed in situ temperature, SFT [◦C] the
undisturbed rock temperature measured at equilibrium conditions, ∆T [K] the initial
temperature disturbance, a [m] the borehole radius, κ

[
m2

s

]
the bulk thermal diffusivity

of the system drilling mud and formation, ts [s] the shut-in time (time since drilling fluid
circulation stopped), and Tm [◦C] the mud temperature (temperature of the drilling fluid
during circulation). The analytical solution of Leblanc’s correction technique of a cylindrical
explosion heat source was designed for at least three BHT data per depth. The method can
be applied if the following stability criterion is met:

a2 < 4κts (2)

The six applied methods are shown in Figure 3 subdivided by their mathemati-
cal approach.
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Figure 3. BHT correction methods applied for quantifying uncertainty, HM [10,46], LBM [12], the
two correction methods based on [18], LM [47] and FM [20] and BM [15].

We can also distinguish the six methods by how they are solved, i.e., analytically or
graphically. Table 2 gives an overview of the six methods with their respective required
input parameters.

Table 2. Input requirements (marked with x) of six conventional BHT correction methods.

Graphically Solved

Name Number of BHTs
per Depth Layer

Shut-in
Time

Mud
Temperature

Borehole
Radius

Circulation
Time

Thermal
Diffusivity

LBM ≥2 x
HM ≥2 x x
BM ≥2 x x

Analytically Solved

LM ≥3 x x
FM ≥2 x x x

1BHTM 1 x x x x

2.2.1. Lachenbruch and Brewer Method (LBM)

The correction according to Lachenbruch and Brewer [12] determines the SFT as
the intersection point of the BHTs with the temperature axis. Therefore, we used linear
regression considering the reciprocal value of the shut-in time as ln 1

ts
on the x-axis. For

this method, at least two BHT values with associated shut-in times are required.
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2.2.2. Horner Method (HM)

In contrast to LBM, the correction method according to Horner, originally developed
for pressure build-up [10] and adapted for temperature build-up [11,46], additionally
considers the circulation time tc [s] in the form of ln tc+ts

ts
on the axis of abscissa. In [48]

it was shown that Horner’s method gives poor results for large borehole radii and short
shut-in times, but reliable ones when the following criterion is met:

a2 � 4κts (3)

2.2.3. Brennand Method (BM)

The Brennand method is based on a radial heat source and is written as [15]:

BHT(a, t) = SFT −m log(tB), tB = 1
ts+ptc

,

m = β(SFT − Tm)n, n =
cp,rρra2

λ

(4)

where tB [s] is the Brennand time, p = 0.785 and β = 6.28 are constants derived from
field data of a Philippines data set, and cp,r

[
J

kgK

]
, ρr

[
kg
m3

]
, and λ

[
W
mK

]
are the specific

heat capacity, density, and thermal conductivity of the formation rock. The solution is
derived when at least two BHTs recorded at different shut-in times are plotted versus their
respective Brennand times. The intersection at zero Brennand time of a linear fit through
all points represents the undisturbed formation temperature SFT.

2.2.4. Linearization Method (LM)

LeBlanc’s formula (Equation (1)) can be solved inversely by numerical optimization
of the thermal diffusivity [47,49]. Transformation and logarithmic calculus of Equation (1)
generate the linear equation according to the scheme C = a − b ∗ t*:

ln(BHT − Tm)︸ ︷︷ ︸
C

= ln(∆T)︸ ︷︷ ︸
a

−
(

a2

4

)
∗ 1

κ︸ ︷︷ ︸
b

∗ 1
ts︸︷︷︸
t∗

(5)

where SFT = Tm + ∆T. Equation (5) can be transformed into an inverse linear optimization
problem in case at least three independent BHT measurements are available. In that case,
initial guesses need to be made for the mud temperature Tm and the bulk thermal diffusivity
of the drilling mud and the nearby rocks κ, while the borehole radius a, the shut-in time ts
and the measured BHT values are given. As a first approximation, Tm can be set at 30 ◦C or
at 50% of the maximum observed BHT value.

During the iterative linear optimization procedure applying standard LSQ methods,
the correction vector adapts ∆T and κ until a convergent solution is found or a maximum
number of iterations has elapsed. The resulting value for κ can be used for quality control
measures to evaluate if thermal conduction is the major process of the thermal balancing
observed inside the borehole regarding the observed BHTs. In addition, this method
delivers the total fitting error (predicted versus observed BHT values) for all iteration steps.

2.2.5. Forward Modeling (FM)

In contrast to the linearization method, forward modelling is an analytical solution
that disregards mud temperature. The method can be used for at least two BHTs per depth.
The following Equation (6) represents the calculation of undisturbed rock temperatures by
analyzing the temperature increase with raising shut-in times [20]:

SFT = BHT(ts,1) + (BHT(ts,2)− BHT(ts,1))
1− f (ts,1)

f (ts,2)− f (ts,1)
, f (ts) = e(−

a2
4κts ) (6)
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2.2.6. 1BHT Correction Scheme (1BHTM)

All the methods described above have in common that they are applicable only when
at least two BHTs have been measured at the same depth and at different time intervals.
In most boreholes (see Table 2), only one BHT is available at a depth layer. Leblanc’s
Equation (1) can be simplified to also account for the correction of a single BHT. The
transformed equation writes as follows [18]:

SFT =
BHT + Tm( f (ts)− 1)

f (ts)
, f (ts) = e(−

a2
4κts ) (7)

2.2.7. Constraints

There are two restrictions to the correction schemes. First, a basic requirement for
all methods is that each consecutive temperature measurement and the corresponding
time since circulation stopped is higher than the previous one. Second, as some of the
applied methods are valid only if the stability criteria a2 < 4κts (Equation (1)) or a2 � 4κts
(Equation (3)) are fulfilled, we applied the respective criterion to all methods to keep the
results of the sensitivity study comparable. Fulfillment of the stability criterion is dependent
on borehole radius a, shut-in time ts, and estimated thermal diffusivity κ. We therefore
applied the sensitivity study at typical borehole radii, as they are typical for the Bavarian
Molasse Basin, and calculated the limits of minimum and maximum shut-in time and
thermal diffusivity with respect to the criterion. The typical diameters of the well sections
in the data set were 23 inches (0.58 m), 17.5 inches (0.44 m), 12.25 inches (0.31 m), 8.5 inches
(0.22 m), 6.25 inches (0.16 m), and 6 inches (0.15 m). For each section, we considered a
possible widening of 1 inch (~0.03 m) due to outcrops in the rock.

2.3. Global Sensitivity Analysis (GSA)

The quality of input parameters to the BHT correction methods within the data set
varied. For example, even-numbered shut-in times without a decimal digit frequently
occurred in logging headers, which indicated to us that these values were often rounded or
not measured precisely. In other cases, the values were more accurate to one decimal place,
implying that they were more reliable. We applied a global sensitivity analysis (GSA) using
Sobol method with the open source Python library SALib [50] and Saltelli sampling [36,51]
to the BHT correction methods (HM, LBM, BM, LM, FM, and 1BHTM) to investigate the
qualitative influence of parameter assumptions or empirical approaches. Sobol method is
a robust and high-performance [52] variance-based GSA for which all input parameters
are varied over the whole parameter space [35]. The analysis produces first-order indices
that determine the impact (percentage) of the variance of an input parameter on the
model output, second-order indices that measure the interaction between two parameter
variances, and total-order indices that determine the overall effect, including interactions
that a parameter variance has on the entire model output. The suitability and strength of
GSA for geoscience applications with the Python library SALib has been demonstrated
in several studies, e.g., [53,54]. To formulate the problem for Sobol analysis, we defined
uncertainty ranges for each input parameter set, then chose a realistic statistical distribution
for each set and sampled it according to Saltelli’s extension of the Sobol sequence [36,51].
SALiB makes it possible to specify the parameter sets as four basic distributions, which
are rectangular, if all parameters within the set are equally likely, or triangular, normal, or
lognormal, if the parameter is non-uniformly distributed.

2.3.1. Parameterization of Borehole Radius a

For the borehole radius, a triangular distribution was assumed, with the minimum
and mean value as the borehole radius resulting from the respective well section diameter
and the maximum value being an additional 0.03 m, which is possible due to outcrops but
rare in our study area.
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2.3.2. Parameterization of Thermal Diffusivity κ

The applied correction methods FM and 1BHTM require the thermal diffusivity κ

as a bulk value for the whole borehole system (drilling mud/formation). κ is dependent
on the specific geological setting and cannot be measured downhole. Thus, it must be
estimated. To choose a realistic min/max range, we researched literature values for the
bulk thermal diffusivity of carbonate and sedimentary rocks as found in our study area
of the region of the Bavarian Molasse Basin. Within those, we found a minimum value
of 1.5−7 m2/s assumed from numerical tests and statistical data in [22] and a maximum
value of 6.8−7 m2/s in [48]. Other values we researched from [5,18,55–57] lie in between
these extrema.

We varied κ between 1.5−7 m2/s and 6.8−7 m2/s in agreement with the researched
literature values and distributed them uniformly by a rectangular type.

2.3.3. Parameterization of Shut-in Time ts

The shut-in time ts is a required parameter for any correction scheme. From the
selected range for κ, we calculated the minimum shut-in times for which the stability
criteria Equation (2) is still met. This is true if the squared radius a2 in the left term
of Equation (2) is smaller than four times the product of ts and κ in the right term of
Equation (2). The calculated minimum shut-in times are shown in Table 3 for the extrema
of the κ range.

Figure 4 shows that the data set is represented well at the smaller borehole sections
(8.5 inches, 6.25 inches, and 6 inches) for which the majority of reported shut-in times
exceeds the calculated minimum shut-in time at minimum κ. For 12.25 inches 25%, for
17.5 inches only 3%, and for 23 inches no BHT data are represented.

The maximum shut-in time of all BHTs recorded in the data set was 170,000 s, and the
minimum and maximum hold-up times between a previous and a subsequent recording
were 1800 s and 125,000 s, respectively. For GSA, we therefore varied the first recorded
shut-in time between each minimum value of Table 3 (depending on the borehole radius
used) and 170,000 s. For every subsequent measurement, the respective shut-in time
must be larger than the previous. To represent this in the GSA, we filtered the data set
for cases showing more than one BHT per depth and calculated the deltas and imple-
mented the second and third values as a positive delta (delta_ti) to the respective preceding
value. The range for delta_t1 and delta_t2 were subsequently set to the minimum waiting
time from the previous measure of 1800 s and maximum waiting time of 125,000 s and
distributed uniformly.
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Table 3. Calculated minimum shut-in times for which the stability criterion is still met when κ is
varied between 1.5−7 and 6.8−7 m2/s.

Φ Bit Size [inch/m] a2 [m2] (with Additional 1
Inch Due to Outcrops)

tmin [s] for
κmin = 1.5−7 m2/s

tmin [s] for
κmax = 6.8−7 m2/s

23.00/0.58 0.1008 168,010 37,061
17.50/0.44 0.0613 102,218 22,548
12.25/0.31 0.0328 54,587 12,041
8.50/0.22 0.0178 29,637 6538
6.25/0.16 0.0110 18,296 4036
6.00/0.15 0.0103 17,204 3795

2.3.4. Parameterization of Measured In Situ Temperature BHT

The BHT value is a required input for any correction scheme. Although the BHT
was correctly and accurately reported in the field after the geophysical logging run was
performed, it is still subject to a measurement error due to the uncertainty of the tool. The
uncertainties of common temperature gauges used at logging tools are in the range of
±2 ◦C [58] or ±3% (kind note of the service company Weatherford). For the GSA, we
chose each initial BHT as a representative value for each well section from the data set
(6 inches: 90 ◦C, 6.25 inches: 70 ◦C, 8.5 inches: 66 ◦C, 12.25 inches: 55 ◦C, 17.5 inches: 49 ◦C),
and set the ranges for the input parameters in a conservative manner with an assumed
error of ±3%. We distributed the BHT uniformly as a systematic measurement error is
equally likely within the error range. As in a row of measurements subsequent BHTs are
expected to be higher than those previously measured, we had to reflect this in the GSA.
Consequently, we implemented subsequent BHTs as a positive delta (delta_iBHT) to the
respective preceding BHT with a range of 0.5 K to 36 K, which was derived from the data
set after filtering for cases showing more than one BHT per depth.

2.3.5. Parameterization of Circulation Time tc

The circulation time tc is a required parameter for HM and BM. For the given data
set of the Bavarian Molasse Basin (see Figure 2 and Table 1), the circulation time has been
reported in very rare cases. From the few drilling reports on hand, it appears that the
average minimum circulation time is about two hours and increases with the depth of a
well. A relation of depth and circulation time seems to be recognizable, since we know that
a higher volume requires a longer cleaning period and in general a longer subterranean
intervention, which increases the thermal disturbance. In previous studies, an estimation in
the form of Equation (8) was applied, assuming an increase in tc by two hours per 1000 m
depth [59]:

tc [s] = depth [m MD] ∗ 7200 [s] (8)

However, in order to represent a broad spectrum of possible circulation times in the
GSA, we initially chose a wide range with 3600 s and 144,000 s as extrema and 7200 s as the
most frequent value known from drilling reports as the peak of a triangular distribution.

2.3.6. Parameterization of Mud Temperature Tm

The mud temperature Tm is one of the input parameters for the LM and 1BHT-
correction scheme. In rare cases, mud reports that provided information about the inlet and
outlet temperatures of the drilling mud, the respective drilling depths, and the pumping
rates, were available. As Figure 5 shows, a linear regression is in our case not suitable for
the prognosis of the mud temperature, as only little data are represented by the regression.
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Figure 5. Outflow temperatures from mud logs in the Bavarian Molasse Basin. The different colors
represent 13 different wells.

The mean of all mud outflow temperature values at hand is 54 ◦C. As the heat loss or
gain between drilling depth and the surface is unknown, an estimation of the mud temper-
ature from the outflow temperature is prone to unknown errors. Therefore, we applied a
broad range of 24 to 80 ◦C, covering the known drilling fluid outflow temperatures from the
data set and implemented the distribution of the parameter in a triangular form with 54 ◦C
as the peak value and 24 and 80 ◦C as the minimum and maximum values, respectively.

2.3.7. Summary of the Variation of the Input Data

The resulting variances of the inputs built the basis of the parameter space for the
Sobol analysis. Table 4 summarizes the origin of the uncertainty of the different input
parameters and their designation in the model.

Table 4. Applied ranges for all input parameters for the uncertainty analysis. The last column lists
the respective input parameters with their individual designation.

Parameter Applied Uncertainty Variance Range as [;] Labeling for Analysis

BHT value Accuracy of measurement tool
and rounding error [BHT × 0.97; BHT × 1.03] 1st_BHT, delta_1stBHT,

delta_2ndBHT

First shut-in time
Minimum: shut-in time for which
stability criteria are still fulfilled,
Maximum: from data set

[minimum time; 170,000s] t1

Subsequent shut-in times From data set [1800 s; 125,000 s] delta_t1, delta_t2

Radius +1 inch possible due to possible
outcrops [radius; radius + 0.0254 m] radius

Cir circulation time
Unknown, parametrization over
whole parameter space of data set
(drilling reports at hand)

[3600 s; 144,000 s] tc

Mud temperature
Unknown, parametrization over
whole parameter space of data set
(mud reports at hand)

[24 ◦C; 80 ◦C] Tm

Thermal diffusivity Unknown, parametrization over
a wide range from literature [1.5−7 m2/s; 6.8−7 m2/s] kappa

2.3.8. Sampling and Model Convergence

The convergence of the GSA model solution had to be proven after every Sobol model
run. For this, we repeated the Sobol analysis to increase sample numbers until we found a
stable solution (e.g., where the Sobol total order index did not change anymore as depicted
in Figure 6). The required number of samples to achieve convergence varied between
10,000 and 90,000 for our models, depending on the number of input parameters, e.g., [50].
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Figure 6. Proof of convergence of a Sobol model run using Brennand’s method for three BHT values.
The abbreviations in the legend refer to the total order index of the first measured BHT and respective
shut-in time (1st_BHT_ST, t1_ST), the increase in temperature from first to second BHT and the
respective shut-in time gone by (delta_1stBHT_ST, delta_t1_ST), the increase in temperature from
second to third BHT and the respective shut-in time gone by (delta_2ndBHT_ST, delta_t2_ST), and
the circulation time (tc_ST).

2.4. Uncertainty Study

To quantify the uncertainty for each method, wells were chosen for which both the
target value (the SFT from available continuous TLog, respective DTS data from SLS
TH4) and the quality of the input data set were well known. The available TLogs were
measured after a minimum of 2 months of no circulation. With such long shut-in times, we
assumed that temperature equilibration was at an advanced stage and the logs reflected
the approximate undisturbed formation temperature in the well. We developed the Python
Script BHT_Unct that contains the introduced correction schemes HM, BM, LBM, FM,
LM, and 1BHTM and uses Saltelli’s extension of Sobol sequence sampling to create the
parameter space. We proceeded with a parameterization of the input parameters similar to
that for the GSA (Table 4), except in cases where additional or more detailed information
was available. For example, if there were drilling reports available, we took the circulation
time from there with an estimated uncertainty of 3600 s to respect rounding and imprecise
reporting. If there were mud reports at hand, the mud temperature was estimated from
the reported outflow temperatures. For shut-in time, we took the reported values from the
respective BHT measurements and rated the accuracy of the reported values. In the absence
of a decimal place, it was assumed that the value was imprecisely documented. Then,
an uncertainty of ±7200 s was applied to make a conservative estimate and to account
for possible rounding errors. Shut-in times reported with a decimal place seemed to be
measured with more caution, and we respected this by specifying a higher quality with a
lower uncertainty of ±3600 s. This was the case for well no. 3 and no. 7.

The criterion that consecutive BHT measurements increase in temperature and shut-
in time had to be met. After the uncertainty ranges are created, the parameter spaces
may overlap, which may result in the parameter space sampled by Saltelli not satisfying
this constraint. In this instance, the overlap region was therefore equally trimmed from
both sides.

After we ran the different models, we studied the distribution of the model result space
to find the uncertainty as the deviation from the known SFT. The percentiles for which 10%,
50%, or 90% of the data lie within (p10, p50, and p90 limits) were chosen to describe the
distribution of the values in a probabilistic way. In this context, the p50 limit describes the
median of all calculated values in the distribution and can be used as the expected value.
The p10 and p90 values can be used as a worst-case and best-case prediction, respectively.

We examined seven wells (well no. 1 to well no. 7) with the known SFT from TLogs
and DTS for 1BHTM, for which only one BHT value was measured, and the stability
criterion Equation (2) was met. An overview of the wells, and the available BHT and SFT
data, are given in Table S1. Figure 7 shows the data set of the well SLS TH4 with fiber-optic
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temperature data (16 months of shut-in well) and one BHT (105.4 ◦C) with a reported
shut-in time of 86,400 s available at the bottom of the reservoir section.
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Figure 7. Fiber-optic temperature log in SLS TH4 with BHT data at 2950 m with shut-in time of
86,400 s. The bold red line is a DTS profile measured after the well has been shut for 16 months with
a spatial sampling of 1 m. The thin red line is the same DTS profile averaged over 30 m. The dashed
line is the assumed reservoir gradient, derived from DTS.

From these data, it is concluded that the SFT at the respective depth is 109.4 ◦C. To
provide a more robust analysis, BHT data from a nearby well at the Schäftlarnstraße site
was also included. To investigate the uncertainty of methods that require more than one
BHT per depth, the available data limit the analysis to two wells (no. 8 and no. 9, see
Table S2) for which a long-term temperature log over the shut-in period is available and
for which the reported shut-in time is large enough to meet the stability criterion. The
temperature log of well no. 8 was measured two years after the last circulation; for well
no. 9, a temperature log of a nearby well at 2300 m in distance was used to be measured
after 2 months of shut-in. For well no. 8, the two BHTs were measured at 2240 m depth,
where the SFT from TLog is assumed at 66.50 ◦C; for well no. 9, two BHTs were available at
1492 m MD depth, where an SFT of 81.25 ◦C was derived from the nearby TLog.

The application of the LM is restricted to these examples as it is designed for at least
three BHTs at one depth. Therefore, a series of four BHTs at 2355 m MD in well no. 8 was
used to analyze the uncertainty of LM. The TLog available in well no. 8 is incomplete and
does not cover the depth at which the four BHTs were measured. Without known SFTs, the
uncertainty of the LM method cannot be quantified, but it can be estimated in a qualitative
way by comparison with other correction methods applied to the four BHT series (e.g., FM
and BM that have been studied before at well no. 9 and the two available BHTs in well
no. 8 at 2240 m depth and known SFT).

2.5. BHT Correction at Flow Zones

We studied correction methods that are based on conductive heat transport process
only. It is well known that, for example, Horner’s method fails in the presence of strong
convective processes, since the formation then takes longer to reach complete temperature
equilibrium [6,14,60]. To conclusively assess the quality of a BHT correction using conven-
tional methods, one should consider convective zones in the wellbore to ensure that the
corrected BHT is not within one. To do so, the fiber-optically monitored well SLS TH4,
which has a highly active hydraulic zone between 2820 m MD and 2900 m MD [45], was
studied. We took DTS profiles that were measured after a 24 h lasting cold-water injection
and applied Horner’s and Brennand’s method on temperatures at different depth intervals
from different times after injection (10,800 s to about 2,340,000 s shut-in time). As Figure 8
shows, the corrected values above 2800 m MD and below 2950 m MD are close to the
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undisturbed DTS profile but have a high deviation (up to 4.2 K) from the undisturbed DTS
profile in the known convectively dominated zone.
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Figure 8. DTS profiles measured before (red line) and after (blue lines) a cold-water injection test
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Point data are Horner-corrected (diamonds) and Brennand-corrected (circles) temperatures from
temperatures read from the blue DTS profiles.

3. Results

We applied the GSA at the borehole sections 6 inches, 6.25 inches, 8.5 inches, and
12.25 inches, as the underlying parametrization is not representative for our data set at
the 17.5-inch section and the 23-inch section (see Figure 4). We completed the GSA for all
six methods for up to three available BHTs per depth. The total order indices are shown
in Figure 9, classified by the graphical methods (HM, BM, and LBM) and the analytical
methods (LM, 1BHTM, and FM).

For all graphical methods, the circulation time has low sensitivity (total order index <0.1).
In general, the sensitivity of shut-in time is higher (the total order index of second and
third recorded value is between 0.25 and 0.5 for HM, BM, and LBM) than the BHT value
(the total order index is maximum 0.3 for the second BHT measured for HM). For the
6-inch, 6.25-inch, and 8.5-inch radii, the results are very similar, whereas for 12.25 inches,
the first measured shut-in time appears to be less sensitive than for smaller borehole radii.
In general, the chosen range/uncertainty of the shut-in times has a larger impact than that
of the BHT values (especially the second and third measured shut-in times, which have a
total order index for HM and BM between 0.25 and 0.5, and the first measured shut-in time
for LBM, which has a total order index of about 0.6).

For all analytical methods, the borehole radius has low sensitivity (total order index <0.1).
In general, the FM tends to be more sensitive to the shut-in time (especially the third
measured one with a total order index up to 0.7) at the chosen range/uncertainty of the
input, whereas the LM tends to be more sensitive, especially to the second measured BHT
value (total order index up to 0.62). The outcomes of both methods are stable for each
section where the GSA was applied. In contrast, we see a varying sensitivity of 1BHTM
in the different sections. The sensitivity of the mud temperature is lower at the 6-inch
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section (total order ~0.25) and higher at larger radii (e.g., at 12.25 inches total order ~0.4).
The reverse is true for the measured shut-in time (total order > 0.5 at 6 inches and ~0.25 at
12.25 inches). The sensitivity of the thermal diffusivity is between the total order 0.25 and
the total order 0.38 for all sections. Compared with those three input parameters, the BHT
as an input value has less influence on the result (total order < 0.25 at all sections).

Energies 2022, 15, x FOR PEER REVIEW 15 of 28 
 

 

Figure 8. DTS profiles measured before (red line) and after (blue lines) a cold-water injection test at 
the well SLS TH4. The grey box shows the profiles at the top interval of the reservoir section. Point 
data are Horner-corrected (diamonds) and Brennand-corrected (circles) temperatures from temper-
atures read from the blue DTS profiles. 

3. Results 
We applied the GSA at the borehole sections 6 inches, 6.25 inches, 8.5 inches, and 

12.25 inches, as the underlying parametrization is not representative for our data set at the 
17.5-inch section and the 23-inch section (see Figure 4). We completed the GSA for all six 
methods for up to three available BHTs per depth. The total order indices are shown in 
Figure 9, classified by the graphical methods (HM, BM, and LBM) and the analytical meth-
ods (LM, 1BHTM, and FM). 

 
Figure 9. Results of the GSA structured by borehole sections. Shown are Sobol total indices for each 
relevant input parameter. The margin of the total order index corresponds to the importance of the 
respective parameter to the model output. The diagrams on the left show the methods that are 
solved graphically, those on the right show the analytical methods. The abbreviations refer to the 

Figure 9. Results of the GSA structured by borehole sections. Shown are Sobol total indices for
each relevant input parameter. The margin of the total order index corresponds to the importance
of the respective parameter to the model output. The diagrams on the left show the methods that
are solved graphically, those on the right show the analytical methods. The abbreviations refer to
the first measured BHT and respective shut-in time (1st_BHT, t1), the increase in temperature from
first to second BHT and the respective shut-in time gone by (delta_1stBHT, delta_t1), the increase
in temperature from second to third BHT and the respective shut-in time gone by (delta_2ndBHT,
delta_t2), the circulation time (tc), the mud temperature (Tm), and the bulk thermal diffusivity of the
system mud/borehole (kappa).
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3.1. Uncertainty of 1BHTM

The input parameters of 1BHTM were the measured BHT, the shut-in time, the bore-
hole radius, the thermal diffusivity, and the mud temperature. Given the uncertainties that
must be assumed for the individual inputs, we can describe the total uncertainty of each
solution as a deviation from the static formation temperature. The resulting ranges of the
Sobol uncertainty analysis are shown as density and box plots in Figure 10 for the seven
observed wells at different variances for the thermal diffusivity κ.

For the first plot from the left in Figure 10, κ was varied as in the GSA (1.5−7 m2/s to
6.8−7 m2/s); in the second and third plots, κ was set to different base values and varied
by 50%. In all the observed cases, the SFT lies in between the p10 and p90 limits of the
results. The maximum deviation of the result at base values from the respective SFT for
κ = 3.0−7 m2/s is 8.3 K for well no. 6 and the minimum deviation is less than 0.5 K for well
no. 4. The largest range between p10 and p90 limit was modelled at 31 K for well no. 5.

3.2. Uncertainty of Corrections for at Least Two BHTs at One Depth

To investigate the uncertainty of the HM, BM, LBM, and FM correction schemes, we
performed model runs for two geothermal wells (no. 8 and no. 9), for each of which two
BHTs and an undisturbed TLogs covering the depth of the measured BHTs were available.
Figures 11 and 12 show box diagrams and density plots of the result spaces for each model
with its p10, p50, and p90 limits (first, second, and third black dashed lines), its modal
value (gray line), the respective SFT (red dashed line), and the calculated value when the
particular model is run without varying the input parameters (blue dashed line).

From the graphical methods shown in (a), (c), and (d) of Figures 11 and 12, it can be
observed that BM outperforms HM and LBM as the p50 value has a smaller deviation of
1.4 K (well no. 8), respective to 2.05 K (well no. 9) from the SFT compared with 3.1 K and
3.5 K for LBM and HM. The range between p10 and p90, however, is larger at 10.3 K (well
no. 8) and 13.6 K (well no. 9) for BM compared to 7.5 K (well no. 8) and 11.8 K (well no. 9)
for HM and LBM.

The ranges between p10 and p90 for FM are in the same order of magnitude as for BM,
namely about 10 K at well no. 8 and about 14 K at well no. 9. The deviation of p50 from the
SFT for FM is also in the same magnitude as for BM, namely about 1.5–2.0 K at well no. 8
and 2.1 K at well no. 9.

The linearization method LM was tested in well no. 8 on a BHT data set with four
independent measurements, in comparison to the BM and FM correction schemes, as shown
in Figure 13.

Since the four BHTs were taken at a depth where there was no TLog, and as this
extended to only 150 m above the measured values, the accuracy of the LM method
was evaluated in comparison to the FM and BM methods. Their uncertainty was previ-
ously investigated in the same borehole using a series of measurements with two BHTs
(Figures 11 and 12). LM appears to have the closest p10–p90 range of the three methods
with 5.4 K in comparison to 5.5 K for BM and 6.7 K for FM. The calculated base value is
of the same order of magnitude for all three methods; however, BM and FM seem to tend
toward a higher deviation of the value at the p50 limit from the base value.
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Figure 10. Corrected BHTs after running the 1BHTM with Saltelli sampling displayed as box plots.
For well no. 1, the results are also shown in a density plot. SFT is shown as the red dashed line. p10
and p90 values are shown as the first and second black dashed lines. p50 (median) is displayed as the
grey line in each box plot and the result at base value is displayed as the blue dashed line.
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Figure 11. Distribution of corrected SFT at well no. 8 for five conventional methods (a): Lachenbruch
and Brewer method LBM, (b): Forward modeling FM, (c): Horner plot method HM, (d): Brennand
method BM. The SFT has been read from an undisturbed TLog with a shut-in time of approximately
2 years. A boxplot is included above every subplot with the SFT as the red dashed line.
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Figure 12. Distribution of corrected SFT at well no. 9 for six conventional methods (a): Horner
method HM, (b): Forward modelling FM, (c): Lachenbruch and Brewer method LBM, (d): Brennand
method BM. The SFT has been estimated from a nearby (2300 m distance) undisturbed TLog with
a shut-in time of 2 months. A boxplot is included above every subplot with the SFT as the red
dashed line.
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set of the individual wells. If the reported shut-in time is assumed to be reliable, both the 
forward modeling FM and Brennand method BM work well. If the reported shut-in time 
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Figure 13. Distribution of corrected SFT at well no. 8 for the three corrections: linearization method
LM (left), Brennand’s method BM (middle), and forward modeling FM (right). A boxplot is included
above every subplot. Due to an incomplete wireline TLog, there is no SFT information available at
the depth of the BHT measurements and therefore it is not shown in the plots. The uncertainty of
the LM correction scheme must therefore be evaluated by comparing the distribution of results with
the other methods (BM and FM) that were previously quantified on complete data sets including
known SFT.
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4. Discussion

By combining the findings of the GSA and of the uncertainty analyses, we can make
recommendations for temperature prediction from BHT data. From the sensitivity study
(Figure 9), it can be concluded that for the Bavarian Molasse Basin, the choice of the
correction method to be applied should be made depending on the quality of the input
data set of the individual wells. If the reported shut-in time is assumed to be reliable, both
the forward modeling FM and Brennand method BM work well. If the reported shut-in
time is likely to have a high uncertainty, it is recommended to use the linearization method
LM if at least three valid BHT values are available. The 1BHTM correction scheme should
be used only if there is not more than one consecutive BHT available. Figure 14 shows a
proposed decision-making method regarding which method to apply depending on the
number of available consecutively measured BHT values and on the uncertainty of the
given input parameters.
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The correction schemes used only work under conductive conditions (see Figure 8).
Thus, we suggest that corrected BHT values measured in the reservoir at depths where
flow zones are suspected or interpreted should not be corrected using conductive BHT
correction schemes.

After a method is selected according to Figure 14, the BHT values can be corrected
with the Sobol method for the given uncertainties of the input parameters. This procedure
was implemented into the Python tool BHT_Unct, which is based on the Python library
SALiB and can be obtained via GitHub (https://github.com/Flix-S/BHT_Unct, accessed
on 15 July 2022) under an open-source GPL-3.0 license. The advantage of this approach is
that the corrected values can be represented as a distribution function (as in Figures 10–13),
so that the statistical values of the density plot can be used to describe a business case (p50
of density plot), a worst-case prediction (p10), or a best-case prediction (p90).

4.1. Sensitivities of Parameters and Correction Schemes

The results of the GSA (Figure 9) show that one should evaluate the data set for the
accuracy of the input parameters before choosing a method to correct BHT to SFT. The
different input parameters contribute to the model results as follows.

In Figure 9, we showed that the shut-in times are highly sensitive in all graphical
methods (HM, BM, and LBM). For HM, this is in accordance with the findings of, e.g., [23]
or [48], which state that the method becomes more precise the longer the waiting time
between shut-in and the BHT measurement. In some studies, the shut-in time was estimated
using linear regression if no time was reported for the respective measurement, e.g., [22]

https://github.com/Flix-S/BHT_Unct
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(based on [61]). This seems reasonable, since longer shut-in times can be assumed for greater
depths and higher temperatures, because the duration for extracting the drilling tool and
then retracting the measurement tool increases correspondingly. However, Figure 15 shows
that a linear regression based on depth, i.e., BHT measurement, does not represent the data
set of the Bavarian Molasse Basin.
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Given this fact and the high sensitivity, the use of the graphical correction schemes is
not recommended if the reported shut-in time has a high uncertainty or if it is unknown.

The circulation time, which is required as input for HM and BM, has a marginal
relevance with a total order index <0.1 (see Figure 9). Therefore, a rough estimation of
this parameter following Equation (8) seems acceptable. Regarding the measured in situ
temperature, we showed that the second measured BHT value is more sensitive to the
graphical solutions than is the first measured one. This is explained by the fact that the
second value significantly influences the slope of the regression line from which the SFT is
estimated (see Figure 9).

For the analytical methods LM, 1BHTM, and FM, we can see a more diverse spread of
sensitivities. The 1BHTM scheme is sensitive to ts, Tm, and κ. The borehole radius and BHT
value are of minor sensitivity. As the sensitive parameters Tm and κ are usually unknown
and hard to predict, the 1BHT method should generally be avoided in cases where other
methods could be applied. Tm must be estimated accurately, especially for corrections at
larger radii. For FM, the shut-in times are important, especially the shut-in time of the latter
measured BHTs. For LM, shut-in times have a minor role, but the measured BHT value,
especially the second measured one, is sensitive to the model output. As an error of 3% can
always be assumed in temperature measurement (see Section 2.3.3), it is recommended to
use FM or BM and, if there are doubts about the accuracy of the reported shut-in times, LM.

4.2. Uncertainty

For the seven wells at which the 1BHT-method was applied, we found that an un-
derestimation of the thermal diffusivity leads to an overestimation of the SFT (Figure 10).
An excessively low assumed thermal diffusivity means a slower assumed spread of the
temperature wave during drilling. This results in too high a correction. For the exemplary
studied wells in the Bavarian Molasse Basin, 3.0−7 m2/s had the best fit for the thermal
diffusivity. At this value, the mean of all Sobol results seems to be the estimation with the
lowest uncertainty of the SFT.

The methods using two or more BHTs were tested at well no. 8 and well no. 9. In
general, the maximum error of the graphical methods is high. These methods calculate
the intersection of a regression line through the BHT values and the respective calculated
representative time (Brennand time, Horner time, Lachenbruch time) at zero (BM, LBM)
or one (HM). When two shut-in times or BHT values are varied up to their maximum
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assumed error (e.g., BHT1 − 3% error and BHT2 + 3% error), the resulting slope of the
regression line changes on large scales.

For the two studied wells, we can support the statements that the Brennand method
performs well [9,16,17] as it outperforms HM and LBM (see Figures 11 and 12). Based on
the results of only the two wells, it is not possible to deduce if BM or the analytical method
FM should be preferred. At well no. 8, the deviation of p50 from the SFT is 2 K for FM and
1.4 K for BM, and at well no. 9, the deviations of FM and BM are equivalent, at about 2 ◦C.

A deeper BHT data set in well no. 8, for which no SFT could be obtained, was
used to study the uncertainty of LM in comparison to FM and BM at the same data set.
The distribution of results from FM and BM is similar, with a p50 value of 72.4 ◦C and
72.6 ◦C, respectively, and an 80% uncertainty range at 6.7 K and 5.5 K (Figure 13). LM, in
comparison, has a similar uncertainty range of 5.4 K, but its p50 value is lower by 1.6 ◦C
and 1.8 ◦C, respectively (Figure 13).

From the uncertainty analysis, we can conclude that very large errors are possible when
an unfavorable combination of input parameter variances occurs. This is most evident in
the tailing of the density plots, which are up to 60 K for 1BHTM (Figure 10, well no. 2, BHT
no. 1) and about 30 K for BM at well no. 8 (Figure 11), for example. Such situations, however,
should be recognized in the field if the available data is evaluated with caution, e.g., by
filtering for temperature data or reported times that seem unrealistic for the completed
logging runs or the known geological conditions at the site. Therefore, we expressed the
likely error of the correction as the deviation of the most frequent value (modal value) or
mean or p50 case from p10 and p90 cases, which should cover all realistic combinations.

4.3. Implications for Temperature Predictions in the Bavarian Molasse Basin

Only two TLogs were available at wells with more than one reported BHT per depth,
and there was an incomplete data set of a well in the Molasse Basin with four BHTs at one
depth and a known SFT from TLog or DTS. This emphasizes the importance of the 1BHTM
correction scheme for this data set. The workflow used in this study proposes to use the
p50 value of the distribution of corrected temperature as a business case for temperature
predictions, p10 as a worst-case, and p90 as a best-case scenario. This procedure means that
the corrected SFT at p50 can be specified at 80% with an uncertainty equal to the deviation
at p10 and p90.

Thus, for the wells we studied with 1BHTM at best fit for κ (3.0−7 m2/s, see Figure 10),
80% of the corrected values are within a range of 29.2 K maximum (well no. 2, BHT no. 1)
and 7.6 K minimum (well no. 7). An example illustrates the relevance of these ranges
of error. Assuming that the formation temperature is equal to the temperature of the
produced water and that there are no heat losses along the production well, the SFT equals
the production temperature Tp. With an exemplary pumping rate of Q = 0.1 m3/s, a
fixed injection temperature Ti assumed to be 50 ◦C, and an assumed heat capacity c f and
density ρ f of the fluid of 4181 J/(kg*K) and 998 kg/m3, the significance of the temperature
uncertainty for the heat output P [W] can be calculated according to, e.g., [3]:

P = Q ∗ ρ f ∗ c f ∗
(
Tp − Ti

)
(9)

If the best-case SFT prediction (p90) is assumed to be 100 ◦C, the output according
to Equation (9) is 20.9 MW. For a maximum uncertainty range of 29.2 K, the worst-case
scenario (SFT p10 at 70.8 ◦C) is then 8.7 MW. This means a clear reduction in thermal power
by 58.4% if the worst case occurs, instead of the best case. For the minimum observed
uncertainty range at well no. 7, the reduction in thermal power is calculated analogously
to 15.2%. The ranges for HM and LBM are lower in wells no. 8 and no. 9, at 7.5 K and
11.8 K, respectively, representing a 15.0% and 23.6% reduction in thermal power when the
same assumptions are made for Equation (9) as before. The 80% uncertainty ranges of BM
and FM are in the same order of magnitude at about 10 K (20% output reduction) for well
no. 8 and 13.6 K (27.2% output reduction), respectively. For the lower BHT data set of well
no. 8, the uncertainty ranges of LM, BM, and FM are also in the same order of magnitude
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of about 5 to 7 K, implying a reduction in thermal output of about 10 to 14%. Such scales
are of clear importance for economic and planning aspects.

However, comparing the methods is not possible by the 80% ranges alone. Figure 16
examined how the 80% ranges for the different methods change when the input parameters
are assumed to have different uncertainty.
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Figure 16. Distribution of solution after running Saltelli sampled FM (top) and 1BHTM (bottom) at
high uncertainty of shut-in time with applied variance of ±7200 s (left) and high confidence with
applied variance of ±900 s (right).

For the calculated cases on the right side of Figure 16, we assumed that the shut-in
time was reliably documented and that an uncertainty of 900 s was applied to it (shut-in
time±900 s). The plots on the left show the calculated density plots for a higher uncertainty
(shut-in time ±7200 s). The 80% range for 1BHTM (Figure 16 bottom) remains almost
unchanged (15.4 K at low confidence of shut-in time and 14.5 K at high confidence), while
the 80% range of FM clearly decreases by about 7 K. This shows the overall high uncertainty
of 1BHTM, even if the quality of the input data set is satisfactory. On the other hand, it also
shows the applicability of 1BHTM for BHT data sets of low quality, since the uncertainty of
the other methods is then not significantly higher.

In contrast, if there is low confidence in the reported shut-in time, it is recommended
to use the linearization method LM. As the circulation time is not sensitive to the studied
models HM and BM, we propose to use the simple estimation of Equation (8) with the
approach that the circulation time should last longer with rising depth. The thermal
diffusivity and mud temperature are important input parameters when applying the
1BHTM. By comparing corrected BHTs with undisturbed TLogs and DTS in the Bavarian
Molasse Basin (Figure 10), we found a κ of 3.0−7 m2/s as a best fit.

5. Conclusions

The results obtained confirm the findings of former studies according to which the
accurate correction of BHT data is in most cases not possible due to the unknown errors
in the input parameters. By studying the sensitivity of the commonly and widely used
conventional BHT correction methods of Horner plot, Lachenbruch and Brewer method,
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Brennand’s method, forward modeling, linearization method, and 1BHT method, we devel-
oped a workflow to adjust BHT to SFT considering parameter availability and uncertainty.
Usually, the BHT-corrected values are given as defined temperatures, ignoring the error that
lies within the input parameters. Instead, our method aims to provide probability scenarios
(e.g., p10, p50, and p90 limits) that can be used as expected value, worst-case, and best-case
scenario and that can be used as a business case for the successful implementation of
geothermal projects. Since the thermal output of a hydrothermal well depends on produc-
tion temperatures, the large uncertainty ranges that can occur are a serious concern when
estimating the expectable risk to economic efficiency. In addition, the probability scenarios
can be used in the evaluation of borehole data, e.g., in the correction of hydraulic parame-
ters or calculation of hydro-geothermal parameters for which the borehole temperature
must be known.

In the future, a regional representation of predicted formation temperatures can build
on this approach as it allows for a valid propagation of the likely errors to be considered.
Furthermore, the error-based correction workflow can be transferred to other geothermal
settings when tested on known static formation temperatures that can be estimated from
drill stem tests, fiber-optic temperature sensing, or wireline temperature logs.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/en15176367/s1, Table S1: Available continuous temperature logs
(wireline and fiber-optic (FO)-DTS) in the Bavarian Molasse Basin; Table S2: Wells with BHT data
und known SFT from DTS or Wireline TLog used for the uncertainty analysis. Well no. 1 to well no. 7
was used for the uncertainty analysis of 1BHTM correction scheme. Well no. 9 and the series of two
BHT measurements in a row at 2240 m MD depth of well no. 8 were used for the uncertainty analysis
of LBM, HM, FM, BM correction schemes. The series of four BHTs in 2355 m MD depth of well no.
8 was used for the uncertainty analysis of LM correction scheme. The data analyzed are available
upon request from the author. The Python Script for the error-based BHT correction BHT_Unct using
Saltelli Sampling is available from (https://github.com/Flix-S/BHT_Unct, accessed on 15 July 2022)
under an open source GPL-3.0 license.
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Nomenclature

a Borehole radius m
BHT Bottom-hole temperature ◦C
c f Heat capacity of fluid J/(kg*K)
cp,r Heat capacity of rock J/(kg*K)
P Heat output W
Q Pumping rate m3/s
SFT Static formation temperature ◦C
tc Circulation time s
Ti Injection temperature ◦C
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Tm Mud temperature ◦C
Tp Production temperature ◦C
ts Shut-in time s
κ Bulk thermal diffusivity m2/s
λ Thermal conductivity W/(mK)
ρ f Density of fluid kg/m3

ρr Density of rock kg/m3

∆T Initial temperature disturbance K

Abbreviations

1BHTM One-BHT method
BHT Bottom-hole temperature
BM Brennand method
DTS Distributed temperature sensing
FM Forward modeling method
GSA Global sensitivity analysis
HM Horner plot method
LBM Lachenbruch and Brewer method
LM Linearization method
MD Measured depth
SFT Static formation temperature
SLS Schäftlarnstraße
TLog Temperature log
TVD True vertical depth

References
1. Eppelbaum, L.; Kutasov, I.; Pilchin, A. Applied Geothermics; Springer: Berlin/Heidelberg, Germany, 2014; ISBN 9783642340222.
2. Schlumberger Wireline & Testing. Schlumberger Log Interpretation Principles/Applications, 7th ed.; Schlumberger Wireline & Testing:

Sugar Land, TX, USA, 1998.
3. Schulz, R.; Pester, S.; Schellschmidt, R.; Thomas, R. Quantification of Exploration Risks as Basis for Insurance Contracts. In

Proceedings of the Proceedings World Geothermal Congress, Bali, Indonesia, 5–29 April 2010; pp. 25–29.
4. Cressie, N.A.C. Statistics for Spatial Data; Wiley: New York, NY, USA, 1993; ISBN 9780471002550.
5. Team, G. Abschlussbericht Zum Forschungsvorhaben Temp@GeoMol Prognose Der Flächenverteilten Temperaturen Im Rahmen Des Projekts

GeoMol Des EU “Alpine Space“ Förderprogramm; Chair of Hydrogeology, Technical University Munich: Munich, Germany, 2015.
6. Poulsen, S.E.; Nielsen, S.B.; Balling, N. Estimation of the Equilibrium Formation Temperature in the Presence of Bore Fluid

Invasion. Geophys. J. Int. 2012, 190, 1551–1561. [CrossRef]
7. Deming, D. Application of Bottom-Hole Temperature Corrections in Geothermal Studies. Geothermics 1989, 18, 775–786. [CrossRef]
8. Hermanrud, C.; Cao, S.; Lerche, I. Estimates of Virgin Rock Temperature Derived from BHT Measurements: Bias and Error.

Geophysics 1990, 55, 924–931. [CrossRef]
9. Zarrouk, S.J.; McLean, K. Geothermal Well Test Analysis Fundamentals, Applications and Advanced Techniques; Elsevier: Amsterdam,

The Netherlands, 2019; ISBN 9780128192665.
10. Horner, D.R. Pressure Build-up in Wells. In Proceedings of the 3rd World Petroleum Congress, The Hague, The Netherlands, 28

May–6 June 1951; pp. 25–43.
11. Dowdle, W.L.; Cobb, W.M. Static Formation Temperature from Well Logs-An Empirical Method. J. Pet. Technol. 1975, 27,

1326–1330. [CrossRef]
12. Lachenbruch, A.H.; Brewer, M.C. Dissipation of the Temperature Effect of Drilling a Well in Arctic Alaska. U. S. Geol. Surv. Bull.

1959, 1083, 73–109. [CrossRef]
13. Kutasov, I.M.; Eppelbaum, L.V. Determination of Formation Temperature from Bottom-Hole Temperature Logs—A Generalized

Horner Method. J. Geophys. Eng. 2005, 2, 90–96. [CrossRef]
14. Ascencio, F.; García, A.; Rivera, J.; Arellano, V. Estimation of Undisturbed Formation Temperatures under Spherical-Radial Heat

Flow Conditions. Geothermics 1994, 23, 317–326. [CrossRef]
15. Brennand, A.W. A New Method for the Analysis of Static Formation Temperature Tests. In Proceedings of the 6th NZ Geothermal

Workshop 1984, Auckland, New Zealand, 1984.
16. Sarmiento, Z.F.; Compound, T.; City, M. Application of Well Testing. In Proceedings of the Short Course on Geothermal

Drilling, Resource Development and Power Plants 2011, San Tecla, El Salvador, 16–22 January 2011; Available online: https:
//www.grocentre.is/gtp/moya/page/sc-12 (accessed on 15 July 2022).

17. Horne, R.N. 6-Characterization, Evaluation, and Interpretation of Well Data. In Geothermal Power Generation; DiPippo, R., Ed.;
Woodhead Publishing: Stanford, CA, USA, 2016; pp. 141–163, ISBN 978-0-08-100337-4.

http://doi.org/10.1111/j.1365-246X.2012.05571.x
http://doi.org/10.1016/0375-6505(89)90106-5
http://doi.org/10.1190/1.1442908
http://doi.org/10.2118/5036-PA
http://doi.org/10.3133/b1083C
http://doi.org/10.1088/1742-2132/2/2/002
http://doi.org/10.1016/0375-6505(94)90027-2
https://www.grocentre.is/gtp/moya/page/sc-12
https://www.grocentre.is/gtp/moya/page/sc-12


Energies 2022, 15, 6367 26 of 27

18. Leblanc, Y.; Lam, H.-L.; Pascoe, L.J.; Jones, F.W. A Comparison of Two Methods of Estimating Static Formation Temperature from
Well Logs. Geophys. Prospect. 1982, 30, 348–357. [CrossRef]

19. Carslaw, H.S.; Jaeger, J.C. Conduction of Heat in Solids; Oxford University: Oxford, UK, 1959.
20. Schulz, R.; Werner, K.-H. Einfache Korrekturverfahren Für Temperaturmessungen-Unveröffentlichter Bericht; Niedersächsisches

Landesamt Für Bodenforschung: Hannover, Germany, 1987.
21. Agemar, T.; Schellschmidt, R.; Schulz, R. Subsurface Temperature Distribution in Germany. Geothermics 2012, 44, 65–77. [CrossRef]
22. Agemar, T. Bottom Hole Temperature Correction Based on Empirical Correlation. Geothermics 2022, 99, 102296. [CrossRef]
23. Shen, P.Y.; Beck, A.E. Stabilization of Bottom Hole Temperature with Finite Circulation Time and Fluid Flow. Geophys. J. R. Astron.

Soc. 1986, 86, 63–90. [CrossRef]
24. Bassam, A.; Santoyo, E.; Andaverde, J.; Hernández, J.A.; Espinoza-Ojeda, O.M. Estimation of Static Formation Temperatures in

Geothermal Wells by Using an Artificial Neural Network Approach. Comput. Geosci. 2010, 36, 1191–1199. [CrossRef]
25. Wong-Loya, J.A.; Andaverde, J.; Santoyo, E. A New Practical Method for the Determination of Static Formation Temperatures in

Geothermal and Petroleum Wells Using a Numerical Method Based on Rational Polynomial Functions. J. Geophys. Eng. 2012, 9,
711–728. [CrossRef]

26. Liu, C.; Li, K.; Chen, Y.; Jia, L.; Ma, D. Static Formation Temperature Prediction Based on Bottom Hole Temperature. Energies 2016,
9, 646. [CrossRef]

27. Nitschke, F.; Held, S.; Villalon, I.; Neumann, T.; Kohl, T. Assessment of Performance and Parameter Sensitivity of Multicomponent
Geothermometry Applied to a Medium Enthalpy Geothermal System. Geotherm. Energy 2017, 5, 12. [CrossRef]

28. Ystroem, L.H.; Nitschke, F.; Held, S.; Kohl, T. A Multicomponent Geothermometer for High-Temperature Basalt Settings. Geotherm.
Energy 2020, 8, 2. [CrossRef]

29. Wang, J.; Nitschke, F.; Gholami Korzani, M.; Kohl, T. Temperature Log Simulations in High-Enthalpy Boreholes. Geotherm. Energy
2019, 7, 32. [CrossRef]

30. Wang, J.; Nitschke, F.; Gaucher, E.; Kohl, T. Uncertainty Analysis of Numerical Inversions of Temperature Logs from Boreholes
under Injection Conditions. J. Geophys. Eng. 2021, 18, 1022–1034. [CrossRef]

31. Barba, D.P.; Barragán, R.; Gallardo, J.; Salguero, A. Geothermal Gradients in the Upper Amazon Basin Derived from BHT Data.
Int. J. Terr. Heat Flow Appl. 2021, 4, 85–94. [CrossRef]

32. Förster, A. Analysis of Borehole Temperature Data in the Northeast German Basin: Continuous Logs versus Bottom-Hole
Temperatures. Pet. Geosci. 2001, 7, 241–254. [CrossRef]

33. Andaverde, J.; Verma, S.P.; Santoyo, E. Uncertainty Estimates of Static Formation Temperatures in Boreholes and Evaluation of
Regression Models. Geophys. J. Int. 2005, 160, 1112–1122. [CrossRef]

34. Aabø, T.; Hermanrud, C. Toward a Global Model for Correction of Bottomhole Temperature Data: Progress and Limitations.
AAPG Bull. 2019, 103, 139–155. [CrossRef]

35. Sobol′, I.M. Global Sensitivity Indices for Nonlinear Mathematical Models and Their Monte Carlo Estimates. Math. Comput.
Simul. 2001, 55, 271–280. [CrossRef]

36. Saltelli, A.; Annoni, P.; Azzini, I.; Campolongo, F.; Ratto, M.; Tarantola, S. Variance Based Sensitivity Analysis of Model Output.
Design and Estimator for the Total Sensitivity Index. Comput. Phys. Commun. 2010, 181, 259–270. [CrossRef]

37. Weber, J.; Born, H.; Moeck, I. Geothermal Energy Use, Country Update for Germany 2016–2018. In Proceedings of the European
Geothermal Congress 2019, Den Haag, The Netherlands, 11–14 June 2019; pp. 11–14.

38. Flechtner, F.; Loewer, M.; Keim, M. Updated Stock Take of the Deep Geothermal Projects in Bavaria, Germany (2019). In
Proceedings of the Proceedings World Geothermal Congress 2020, Reykjavik, Iceland, 26 April–2 May 2020.

39. Steiner, U.; Savvatis, A.; Böhm, F.; Schubert, A. Explorationsstrategie Tiefer Geothermischer Ressourcen Am Beispiel Des
Süddeutschen Oberjura. In Handbuch Tiefe Geothermie; Bauer, M., Ed.; Springer: Berlin/Heidelberg, Germany, 2014; pp. 421–461.

40. Eyerer, S.; Schifflechner, C.; Hofbauer, S.; Bauer, W.; Wieland, C.; Spliethoff, H. Combined Heat and Power from Hydrothermal
Geothermal Resources in Germany: An Assessment of the Potential. Renew. Sustain. Energy Rev. 2020, 120, 109661. [CrossRef]

41. Heine, F.; Zosseder, K.; Einsiedl, F. Hydrochemical Zoning and Chemical Evolution of the Deep Upper Jurassic Thermal
Groundwater Reservoir Using Water Chemical and Environmental Isotope Data. Water 2021, 13, 1162. [CrossRef]

42. Bohnsack, D.; Zosseder, K.; Potten, M.; Käsling, H.; Thuro, K. Geomechanical Investigation of a Geothermal Aquifer in the South
German Molasse Basin. In Proceedings of the Development-Proceedings of the 14th International Congress on Rock Mechanics
and Rock Engineering, Foz do Iguassu, Brazil, 13–18 September 2019.

43. Konrad, F.; Savvatis, A.; Wellmann, F.; Zosseder, K. Hydraulic Behavior of Fault Zones in Pump Tests of Geothermal Wells: A
Parametric Analysis Using Numerical Simulations for the Upper Jurassic Aquifer of the North Alpine Foreland Basin. Geotherm.
Energy 2019, 7, 25. [CrossRef]

44. Zosseder, K.; Pfrang, D.; Schölderle, F.; Bohnsack, D.; Konrad, F. Characterisation of the Upper Jurassic Geothermal Reservoir in
the South German Molasse Basin as Basis for a Potential Assessment to Foster the Geothermal Installation Development-Results
from the Joint Research Project Geothermal Alliance Bavaria. Geomech. Tunn. 2022, 15, 17–24. [CrossRef]

45. Schölderle, F.; Lipus, M.; Pfrang, D.; Reinsch, T.; Haberer, S.; Einsiedl, F.; Zosseder, K. Monitoring Cold Water Injections for Reservoir
Characterization Using a Permanent Fiber Optic Installation in a Geothermal Production Well in the Southern German Molasse Basin;
Springer: Berlin/Heidelberg, Germany, 2021; Volume 9, ISBN 4051702100204.

http://doi.org/10.1111/j.1365-2478.1982.tb01311.x
http://doi.org/10.1016/j.geothermics.2012.07.002
http://doi.org/10.1016/j.geothermics.2021.102296
http://doi.org/10.1111/j.1365-246X.1986.tb01073.x
http://doi.org/10.1016/j.cageo.2010.01.006
http://doi.org/10.1088/1742-2132/9/6/711
http://doi.org/10.3390/en9080646
http://doi.org/10.1186/s40517-017-0070-3
http://doi.org/10.1186/s40517-020-0158-z
http://doi.org/10.1186/s40517-019-0149-0
http://doi.org/10.1093/jge/gxab069
http://doi.org/10.31214/ijthfa.v4i1.58
http://doi.org/10.1144/petgeo.7.3.241
http://doi.org/10.1111/j.1365-246X.2005.02543.x
http://doi.org/10.1306/0607181612117167
http://doi.org/10.1016/S0378-4754(00)00270-6
http://doi.org/10.1016/j.cpc.2009.09.018
http://doi.org/10.1016/j.rser.2019.109661
http://doi.org/10.3390/w13091162
http://doi.org/10.1186/s40517-019-0137-4
http://doi.org/10.1002/geot.202100087


Energies 2022, 15, 6367 27 of 27

46. Fertl, W.H.; Wichmann, P.A. How to Determine Static BHT from Well Log Data. World Oil 1977, 184. Available online: https:
//www.osti.gov/biblio/7223747 (accessed on 15 July 2022).

47. Götzl, G.; Motschka, K.; Janda, C.; Bottig, M.; Hoyer, S.; Brüstle, A.K.; Zekiri, F.; Faber, R.; Gegenhuber, N.; Schubert, G.; et al.
THERMALP Drei-Dimensionales Geothermisches Modell in Teilen Der Ostalpen Unter Berücksichtigung Der Temperaturleitfähigkeit,
Der Wärmeproduktion Und Regionaler Grundwasserkonvektionsströme; Geologische Bundesanstalt Wien: Wien, Austria, 2012;
ISBN 9783700173533.

48. Goutorbe, B.; Lucazeau, F.; Bonneville, A. Comparison of Several BHT Correction Methods: A Case Study on an Australian Data
Set. Geophys. J. Int. 2007, 170, 913–922. [CrossRef]

49. Götzl, G.; Faber, R.; Janda, C.; Schubert, G.; Zekiri, F. Coupled Geothermal-Hydraulic 3D Modeling of the Southern Vienna
Basin. A State of the Art Decision Planning Tool for Sustainable Hydrothermal Exploitation Inside an Environ-Ment of Sensitive
Hydraulic Circulation Systems. In Proceedings of the World Geothermal Congress 2010, Bali, Indonesia, 25–29 April 2010.

50. Herman, J.; Usher, W. SALib: An Open-Source Python Library for Sensitivity Analysis. J. Open Source Softw. 2017, 2, 97. [CrossRef]
51. Saltelli, A.; Ratto, M.; Andres, T.; Campolongo, F.; Cariboni, J.; Gatelli, D.; Saisana, M.; Tarantola, S. Global Sensitivity Analysis;

John Wiley & Sons, Ltd.: Hoboken, NJ, USA, 2008.
52. Burhenne, S.; Jacob, D.; Henze, G.P. Sampling Based on Sobol′ Sequences for Monte Carlo Techniques Applied to Building

Simulations. In Proceedings of the Building Simulation 2011: 12th Conference of International Building Performance Simulation
Association, Sydney, NSW, Australia, 14–16 November 2011; pp. 1816–1823.

53. Konrad, F.; Savvatis, A.; Degen, D.; Wellmann, F.; Einsiedl, F.; Zosseder, K. Productivity Enhancement of Geothermal Wells
through Fault Zones: Efficient Numerical Evaluation of a Parameter Space for the Upper Jurassic Aquifer of the North Alpine
Foreland Basin. Geothermics 2021, 95, 102119. [CrossRef]

54. Jessell, M.W.; Valenta, R.K. Structural Geophysics: Integrated Structural and Geophysical Modelling. In Structural Geology and
Personal Computers; De Paor, D.G., Ed.; Computer Methods in the Geosciences: Pergamon, Turkey, 1996; Volume 15, pp. 303–324.

55. Middleton, M.F. A Model for Bottom-Hole Temperature Stabilization. Geophysics 1979, 44, 1458–1462. [CrossRef]
56. Luheshi, M.N. Estimation of Formation Temperature from Borehole Measurements. Geophys. J. R. Astron. Soc. 1983, 74, 747–776.

[CrossRef]
57. Bullard, E.C. The Time Necessary for a Bore Hole to Attain Temperature Equilibrium. Geophys. Suppl. Mon. Not. R. Astron. Soc.

1947, 5, 127–130. [CrossRef]
58. Steingrimsson, B. Geothermal Well Logging: Temperature and Pressure Logs (2018). In Proceedings of the SDG Short Course III

on Geothermal Reservoir Characterization: Well Logging, Well Testing and Chemical Analysis 2018, Santa Tecla, El Salvador,
16–22 September 2018.

59. KLIP, T.; Zosseder, K.; Bohnsack, D.; Casper, S.; Beecken, C. Abschlussbericht Zum Forschungsvorhaben “Aktualisierung Der
Flächenverteilten Temperaturangaben Im Tiefengrundwasserleiter in Zwei Pilotgebieten (“MaTemp”) Im Rahmen Des KLIP-Projekts”; Chair
of Hydrogeology, Technical University of Munich: Munich, Germany, 2012.

60. Espinosa-Paredes, G.; Morales-Díaz, A.; Olea-González, U.; Ambriz-Garcia, J.J. Application of a Proportional-Integral Control for
the Estimation of Static Formation Temperatures in Oil Wells. Mar. Pet. Geol. 2009, 26, 259–268. [CrossRef]

61. Bolotovskiy, I.; Schellschmidt, R.; Schulz, R. Fachinformationssystem Geophysik: Temperaturkorrekturverfahren; Leipniz-Institut für
Angewandte Geophysik: Hannover, Germany, 2015.

https://www.osti.gov/biblio/7223747
https://www.osti.gov/biblio/7223747
http://doi.org/10.1111/j.1365-246X.2007.03403.x
http://doi.org/10.21105/joss.00097
http://doi.org/10.1016/j.geothermics.2021.102119
http://doi.org/10.1190/1.1441018
http://doi.org/10.1111/j.1365-246X.1983.tb01902.x
http://doi.org/10.1111/j.1365-246X.1947.tb00348.x
http://doi.org/10.1016/j.marpetgeo.2007.11.002

	Introduction 
	Materials and Methods 
	Study Area and Data Set 
	Applied Correction Schemes 
	Lachenbruch and Brewer Method (LBM) 
	Horner Method (HM) 
	Brennand Method (BM) 
	Linearization Method (LM) 
	Forward Modeling (FM) 
	1BHT Correction Scheme (1BHTM) 
	Constraints 

	Global Sensitivity Analysis (GSA) 
	Parameterization of Borehole Radius a 
	Parameterization of Thermal Diffusivity  
	Parameterization of Shut-in Time ts 
	Parameterization of Measured In Situ Temperature BHT 
	Parameterization of Circulation Time tc 
	Parameterization of Mud Temperature Tm 
	Summary of the Variation of the Input Data 
	Sampling and Model Convergence 

	Uncertainty Study 
	BHT Correction at Flow Zones 

	Results 
	Uncertainty of 1BHTM 
	Uncertainty of Corrections for at Least Two BHTs at One Depth 

	Discussion 
	Sensitivities of Parameters and Correction Schemes 
	Uncertainty 
	Implications for Temperature Predictions in the Bavarian Molasse Basin 

	Conclusions 
	References

