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Zusammenfassung

Die Very Long Baseline Interferometry (VLBI) ist das einzige geodätische Weltraumverfahren,

das die direkte Verknüpfung zwischen dem terrestrischen Referenzrahmen (realisiert durch die

Positionen von erdfesten Stationen), und dem himmelsfesten Referenzrahmen (realisiert durch

Positionen von extragalaktischen Radioquellen) gestattet. Beide Referenzrahmen sind durch die

sog. Erdrotationsparameter verbunden. Die VLBI-Beobachtungen werden durch verschiedene

Prozesse beeinflusst, die a priori modelliert werden müssen. Weiterhin enthalten die VLBI-

Beobachtungen Informationen über eine Vielzahl geodynamischer Parameter und ermöglichen

so die Validierung der Modelle.

Die Gravitationswirkung der Sonne und des Mondes auf die Erde verursacht eine Deformation

der Erdoberfläche, die täglich bis zu mehreren Dezimetern in radialer Richtung betragen kann.

Die Verschiebung der Erdoberfläche ist eine Funktion der sog. Love Zahlen (radiale Richtung)

und der Shida Zahlen (horizontale Richtung). Bei den heutigen hohen Genauigkeitsanforderun-

gen der VLBI müssen die Love und Shida Zahlen in komplexer Form angegeben werden, wobei

der imaginäre Teil die Anelastizität des Erdmantels ausdrückt. Außerdem muss man die einzel-

nen Tiden innerhalb der verschiedenen Frequenzbänder unterscheiden. In der vorliegenden Ar-

beit werden die Love und Shida Zahlen der zwölf täglichen und fünf langperiodischen Tiden

bei der Datenauswertung geschätzt und mit denen die theoretischen Modelle verglichen. Die

Gezeitenparameter werden aus einer Gesamtlösung aller geeigneten VLBI-Daten aus den letzten

27 Jahre (1984.0 - 2011.0) gerechnet. Die Differenzen zwischen den Verschiebungsamplituden,

wie sie aus den theoretischen und gerechneten Love und Shida Zahlen bestimmt werden, sind

kleiner als 0.3 mm. Der Gesamtunterschied zu den theoretischen Werten, der als eine Summe

der absoluten Beiträge aller zwölf täglichen Tiden gerechnet wird, erreicht 1.73 ± 0.29 mm in

vertikaler Richtung und 1.15 ± 0.15 mm in horizontaler Richtung. Die zonalen Love Zahlen für

die halbjährliche Tide (Ssa, theoretischer Wert: 0.6182) und die monatliche (Mm, theoretischer

Wert: 0.6126) werden als 0.5584 ± 0.0095 und 0.5896 ± 0.0080 bestimmt, was einem Unterschied

von 1.17 ± 0.19 mm und 0.51 ± 0.18 mm in den vertikalen Amplituden entspricht. Ebenso wird
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ein etwas zu niedriger Wert für die Love Zahl der Polgezeiten aufgrund der Chandler-Periode

(433 Tagen) bestimmt (0.5495 ± 0.0109) im Vergleich zu dem theoretisch prädizierten Wert

von 0.6206. Der Grund dafür könnte in den Ungenauigkeiten der a priori Stationsmodellierung

auf längeren Zeitperioden liegen, die sich dann in anderen Parameter wiederfinden.

In dieser Arbeit wird auch die Periode der Free Core Nutation (FCN) bestimmt, die sowohl in

den frequenzabhängigen Deformationen der festen Erde wie auch im Nutationsmodell erscheint.

Sie wird in einem konsistenten globalen Ausgleich der VLBI-Daten als gemeinsamer Parame-

ter bestimmt. Der erhaltene Wert von −431.18 ± 0.10 Sterntagen unterscheidet sich gering

von dem konventionellen Wert von −431.39 siderischen Tagen, der in Petit and Luzum (2010)

angegeben wird. Des Weiteren wird ein empirisches Modell der FCN gerechnet, das eine variable

Amplitude und Phase beinhaltet. Die Parameterbestimmung wird mit globalen Lösungen der

VLBI-Daten durchgeführt und die gerechneten Amplituden und Phasen werden in jährlichen

Schritten berechnet.
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Abstract

Very Long Baseline Interferometry (VLBI) is a space-geodetic technique directly connecting the

Terrestrial Reference Frame (TRF) realized by positions of Earth-based stations, with the Celes-

tial Reference Frame (CRF) which is a set of extragalactic radio sources distributed throughout

the sky. The link between the TRF and CRF is provided by the Earth orientation parameters.

The geodetic measurements are influenced by a variety of processes which have to be modelled

and put as a priori information into the analysis of the space-geodetic data. The increasing

accuracy of the VLBI measurements allows access to these parameters and provides possibilities

to validate them directly from the measured data.

The gravitational attraction of the Moon and the Sun causes deformation of the Earth’s sur-

face which can reach several decimetres in radial direction during a day. The displacement is a

function of the so-called Love and Shida numbers. Due to the present accuracy of the VLBI mea-

surements the parameters have to be specified as complex numbers, where the imaginary parts

describe the anelasticity of the Earth’s mantle. Moreover, it is necessary to distinguish between

the single tides within the various frequency bands. In this thesis, complex Love and Shida num-

bers of twelve diurnal and five long-period tides included in the solid Earth tidal displacement

modelling are estimated directly from the 27 years of VLBI measurements (1984.0 - 2011.0).

The differences in the individual displacement amplitudes as determined with the theoretical

and estimated diurnal Love and Shida numbers do not exceed 0.3 mm. The total difference to

the theoretical displacement summed over the absolute values of all twelve diurnal waves reaches

1.73 ± 0.29 mm in vertical direction and 1.15 ± 0.15 mm in horizontal direction. The zonal

Love numbers for semi-annual (Ssa, theoretical value: 0.6182) and monthly (Mm, theoretical

value: 0.6126) tides are estimated as 0.5584 ± 0.0095 and 0.5896 ± 0.0080, which correspond

to 1.17 ± 0.19 mm and 0.51 ± 0.18 mm difference in the vertical amplitudes, respectively.

Similarly, a lower estimate of the pole tide Love number determined at the Chandler period (i.e.

433 days) (0.5495 ± 0.0109) than expected from the theory (0.6206) is obtained. The reason for

this could be due to deficiencies in the a priori station modelling at longer time periods which
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then propagate to other parameters.

In this work, the period of the Free Core Nutation (FCN) is estimated which shows up in the

frequency-dependent solid Earth tidal displacement as well as in a nutation model describing

the motion of the Earth’s axis in space. The FCN period in both models is treated as a single

parameter and it is estimated in a rigorous global adjustment of the VLBI data. The obtained

value of −431.18 ± 0.10 sidereal days differs slightly from the conventional value −431.39 sidereal

days given in Petit and Luzum (2010). An empirical FCN model based on variable amplitude

and phase is determined, whose parameters are estimated in yearly steps directly within VLBI

global solutions.
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giving me constant guidance and encouragement for the further work, and for involving me in

several international projects. I am very happy that I was involved in the birth of the new VLBI

analysis software VieVS together with Dr. Tobias Nilsson, DI Lucia Plank, and Dr. Kamil Teke.

The helpfulness and cooperativeness which were presented in our small developer team persist

till today, when more colleagues in the VieVS team are included. To all of them goes a big

thank you. I am grateful to all my colleagues for the friendly atmosphere which is present at

the Institute.

My sincere thanks go to my family, to my brother-in-law John for proofreading this Ph.D. thesis,

and especially to my husband Karel for giving me so much love, patience and understanding,

and for being with me when it was most needed.

ix



Contents

Zusammenfassung v

Abstract vii

Acknowledgements ix

Contents x

1 Introduction 1

1.1 Research objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Thesis outlines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Very Long Baseline Interferometry 4

2.1 VLBI principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2 Reduced observed delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 VLBI delay model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.4 Estimation of parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.5 Vienna VLBI Software (VieVS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.5.1 Vie GLOB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.6 International VLBI Service for Geodesy and Astrometry . . . . . . . . . . . . . . 14

2.6.1 VLBI2010 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3 Least Squares Adjustment 18

3.1 Least Squares Adjustment - Basics . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 Reduction and stacking of parameters . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3 Constraining of parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4 Station displacement 28

4.1 Solid Earth tides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.2 Ocean loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

x



Contents

4.3 Atmospheric pressure loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.4 Pole tide loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.5 Ocean pole tide loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.6 Hydrology loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

5 Solid Earth tides 42

5.1 Tidal potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.2 Harmonic expansion of the tidal potential . . . . . . . . . . . . . . . . . . . . . . 46

5.3 Tidal waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.4 Deformation of the crust . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

6 TRF and CRF 53

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6.2 Terrestrial Reference Frame . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

6.2.1 Comparison of VieTRF10a with VTRF2008 . . . . . . . . . . . . . . . . . 61

6.3 Celestial Reference Frame . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

6.3.1 Comparison of VieCRF10a with ICRF2 and other CRF catalogues . . . . 67

6.4 Annual and semi-annual harmonic signal in TRF . . . . . . . . . . . . . . . . . . 71

7 Love and Shida numbers 76

7.1 Love and Shida numbers for the diurnal tides . . . . . . . . . . . . . . . . . . . . 77

7.1.1 Estimates of Love and Shida numbers for the diurnal tides . . . . . . . . 79

7.1.2 Two models for ocean tidal loading . . . . . . . . . . . . . . . . . . . . . . 85

7.2 Love and Shida numbers for the long-period tides . . . . . . . . . . . . . . . . . . 88

7.3 Love and Shida number for the pole tide . . . . . . . . . . . . . . . . . . . . . . . 93

8 Free Core Nutation 97

8.1 FCN in solid Earth tides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

8.2 FICN in solid Earth tides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

8.3 FCN in celestial pole offsets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

8.3.1 Motion of CIP in celestial reference system . . . . . . . . . . . . . . . . . 100

8.3.2 Description of FCN in celestial pole offsets . . . . . . . . . . . . . . . . . 103

8.3.3 Spectral analysis of CPO . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

8.3.4 Model for CPO with two periods . . . . . . . . . . . . . . . . . . . . . . . 108

8.3.5 Estimation of a constant FCN period . . . . . . . . . . . . . . . . . . . . 110

8.3.6 Estimation of a constant FCN period from CIP motion . . . . . . . . . . 112

xi



Contents

8.4 Empirical FCN model with globally estimated varying amplitude . . . . . . . . . 115

8.5 Simultaneous estimation of FCN period from solid Earth tides and nutation . . . 118

9 Conclusions 119

Bibliography 121

List of Figures 131

List of Tables 138

Curriculum vitae 141

Appendices 142

A Appendices 142

A.1 VieTRF10a - coordinate and velocity residuals . . . . . . . . . . . . . . . . . . . 142

A.2 Tropospheric effects on TRF and CRF . . . . . . . . . . . . . . . . . . . . . . . . 147

A.2.1 Impact of tropospheric gradient estimation . . . . . . . . . . . . . . . . . 147

A.2.2 Impact of two different mapping functions . . . . . . . . . . . . . . . . . . 156

xii



1. Introduction

Geodesy is a science describing and measuring our planet Earth in terms of its shape, rotation

and mass distribution. In my Ph.D. thesis I use measurement data obtained by a geodetic

space technique called Very Long Baseline Interferometry (VLBI) to access several interesting

geophysical and geodynamic parameters, and to compare them with their theoretical values

resulting from models. VLBI is a unique technique which connects Earth-based stations with

extragalactic objects through the Earth orientation parameters. It contributes significantly to a

realization of terrestrial reference frames through the determination of baseline lengths between

two antennas, particularly to its scale which is directly connected to the speed of light. It is the

only technique which has access to the extragalactic radio sources whose estimated positions

realize a celestial reference frame. Such global frames of reference are fundamental backbones

for measuring and consistently interpreting key global change processes on the Earth and for

many other scientific and societal applications (Plag and Pearlman, 2009).

1.1. Research objectives

The increasing precision and quality of the VLBI measurements allow access to parameters

describing the Earth and its interior which were put into the analysis process as a priori infor-

mation from theoretical models needed to describe changes occurring in the Earth’s shape and

motion. Together with my colleagues at the Institute of Geodesy and Geophysics at the Vienna

University of Technology, during my Ph.D. studies, we developed VLBI analysis software called

VieVS (Böhm et al., 2012) which allows the analysis of VLBI measurements with a special focus

on the specific parameters of concern. I investigate the accuracy and consistency of terrestrial

and celestial reference frames with a simultaneous estimation of Earth orientation parameters.

One of my key research objectives is to determine the solid Earth tidal parameters (Love and

Shida numbers) which describe the Earth’s elastic response to the tidal potential caused by
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1.2 Thesis outlines

the Moon and the Sun and to compare them to theoretically estimated values (Mathews et al.,

1995) presently recommended in the IERS Conventions 2010 (Petit and Luzum, 2010). Another

objective is to concentrate on the free core nutation which yields information related to the

deep Earth’s interior. Its presence is reflected simultaneously in the solid Earth tides and Earth

rotation, i.e. in celestial pole offsets. Investigation of such parameters contributes to a better

understanding of the Earth system.

1.2. Thesis outlines

• The very long baseline interferometry technique is introduced in chapter 2. An overview of

its basic principles with a focus on modelling and analysis is given. The newly developed

analysis software VieVS is described concentrating on the module Vie GLOB (Spicakova

et al., 2010) which was developed in connection with this Ph.D. thesis. It has the capability

to estimate parameters in a so-called global solution, i.e. from a common adjustment of

all available observations.

• Chapter 3 summarizes the basic computational strategy used in the software VieVS to

adjust the measurements with the method of least squares. Procedures required to re-

duce and to stack the parameters in large data volumes are introduced together with the

necessary constraining of certain parameters.

• Modelling of station displacement is discussed in chapter 4. Crustal deformation mod-

els accounting for solid Earth tides, ocean and atmospheric tidal loading, pole tide and

ocean pole tide loading, together with models describing non-tidal loading caused by the

atmosphere and hydrology are introduced. Their influence on reliable station coordinates

estimation, i.e. on the estimation of TRF, is thoroughly shown.

• Chapter 5 gives a detailed explanation of solid Earth tides. The relationship between tidal

potential and Earth deformation is shown giving the background to the research of Love

and Shida numbers.

• Consistent determination of terrestrial and celestial reference frame is a basic requirement

for a reliable estimation of geophysical parameters. Therefore I devote chapter 6 to inves-

tigations on TRF and CRF. A clear understanding of the required handling of respective

2



1. Introduction

groups of stations and sources in terms of their involvement in the measurements during

the entire included time span is crucial for the delivery of stable reference frames. A com-

prehensive study on the handling of tropospheric gradients and mapping functions on the

reference frames is given in appendix A.2.

• Estimation of Love and Shida numbers from diurnal and long-period frequency bands is

introduced in chapter 7. A detailed presentation of the results with an investigation on

the influence of the a priori chosen ocean tide model on the Love and Shida estimates is

given.

• In chapter 8 a comprehensive study on free core nutation is made. Its presence influences

the displacement of stations through the solid Earth tides and also the rotation of the

Earth where it is visible in the nutation motion of the Earth rotation axis. I compute the

period of free core nutation in a rigorous least squares adjustment of VLBI data from both

phenomena simultaneously which assures a reliable estimation. Furthermore, I provide an

empirical model of the free core nutation based on variable amplitude and phase where the

coefficients of the model (cosine and sine amplitude terms) are determined within global

solutions and tabulated in yearly steps.
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2. Very Long Baseline Interferometry

Very Long Baseline Interferometry (VLBI) is a space-geodetic technique which plays a unique

role in geodesy by allowing the determination and maintenance of the quasi-inertial Celestial

Reference Frame (CRF) realized by positions of extragalactic quasi-stellar radio sources, so-

called quasars. Furthermore, as the only available technique it allows the monitoring of the full

set of Earth Orientation Parameters (EOP) at regular intervals and in particular it is uniquely

skilled at giving direct measurements of Universal Time (UT1) and precession-nutation over

longer time spans. It essentially contributes to the Terrestrial Reference Frame (TRF) by en-

abling the determination of station positions, in particular the baseline lengths between the

stations. Due to the long intercontinental baselines it supports the keeping of a stable scale.

Moreover, in this work I make use of the information about geodynamic parameters contained

in the VLBI observations and determine these parameters (such as Love and Shida numbers or

free core nutation period) from the long history of the VLBI data records starting in the year

1984.

2.1. VLBI principle

The principle of VLBI is that at least two Earth-fixed antennas receive extragalactic microwave

signals simultaneously. The received signals are pairwise combined in the so-called correlators

where the output of the cross correlation is time delay (τ), i.e. the difference between the

reception times of the signal (t1, t2) at stations No. 1 and No. 2, which is the primary observable

of the VLBI technique. As can be seen in Figure 2.1 the time delay of the signal is caused by a

difference in the ray paths (green line). The right-angled triangle provides a direct relationship

between the baseline vector b and the direction to the radio source k, where the observed

time delay is represented by the scalar product of these two vectors (Campbell, 2000). This
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2. Very Long Baseline Interferometry

No. 2

No. 1

τc

k

b

Figure 2.1.: VLBI observation principle. Wavefronts emitted by a quasar from the direction k

reach stations No. 1 and No. 2 separated by a baseline b. The green line represents the spatial

distance which equals the time delay τ multiplied by the velocity of light c.

fundamental VLBI model can be written as:

τ = −b · k
c

= t2 − t1. (2.1)

In equation (2.1) the baseline vector and the unit source vector are given in a geocentric system.

In practical computation, the time delay is modelled in a barycentric frame. Transformations

have to therefore be introduced in accordance with the Earth rotation and the change of the

origin. A detailed description is given in section 2.3. In the real world before the arrival at

the stations the wave front is affected differently by the gravitational fields presented along its

journey in the Solar system (details follow in section 2.3) and also by the Earth’s atmosphere.

Between the time of the arrival of the signal at stations No. 1 and No. 2 it comes to the shift of

the second station caused by the rotational motion of the Earth. All these aspects have to be

considered during the analysis of VLBI data.

5



2.2 Reduced observed delay

2.2. Reduced observed delay

In Figure 2.2 a schematic flow diagram describing the VLBI data analysis is introduced. On

the upper left hand side of the figure the reduction of the observed time delay provided by the

correlator is described. The raw time delay coming from the correlator is affected by instrumental

effects, troposphere, ionosphere and also radio source structure. The instrumental effects include

e.g. systematic clock instabilities, electronic delay in cables and circuitry, and deformation of

the telescope structure (Campbell, 2000; Schuh, 2000). The effect of the troposphere is currently

recognized as the most serious problem. During a VLBI scan the globally distributed antennas

are pointed towards the same source through different meteorological conditions at different

elevation angles. The content of the water vapour can cause an extra delay of about 0.4 metres

in zenith direction (Campbell, 2000; Schuh, 2000). The monitoring of the rapid changes of

the wet part of the troposphere can be done by water vapour radiometers by measuring the

fluctuations in the line-of-sight path delay at radio wavelengths (Resch, 2000). The differing

delays of the radio signal exhibited by the ionized part of the atmosphere (the ionosphere)

can be corrected rather easily with the information from the measurements at two frequencies.

In the standard geodetic VLBI two different observing frequencies are used. One in S-band

on 2.3 GHz and the second one in X-band on 8.4 GHz where the wavelengths correspond to

VLBI observable

 from correlator

reduced observed delay

instrumental calibration

troposphere

ionosphere

radio source structure

a priori station and 

source coordinates 

theoretical delay

VLBI relativistic delay model

deformations of the Earth

orientation of the Earth

least squares adjustment

single session solution global solution

thermal deformationaxis offset
hydrostatic part of troposhere

station coordinates

EOP

position of radio sources

troposphere estimates

clock parameters

…

terrestrial reference frame

celestial reference frame

geodynamic parameters

astronomical parameters

…

Figure 2.2.: Schematic flow diagram describing the VLBI data analysis. Based on Schuh (1987).
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2. Very Long Baseline Interferometry

13 and 3.5 cm, respectively. For further analysis, the X-band observations are used, where

the ionospheric correction is computed from the difference between the X-band and S-band

measurements utilizing the characteristic of the ionosphere as a dispersive medium for the radio

frequencies. Another limiting factor of VLBI is the apparent motion of the radio sources caused

by their intrinsic structure. Nowadays a large amount of imaging data is available which is

used to filter out the most extended sources and also to identify the most compact sources

for defining a celestial reference frame (Fey et al., 2009). In order to describe the astrometric

quality of the radio sources a structure index was established by Fey and Charlot (1997). The

sources are divided into four categories based on the predicted magnitude of the effects of the

intrinsic source structure on VLBI delay observations. In Fey et al. (2009) the structure index

was changed to a continuous scale and derived for 701 different sources by using a total of

3046 X-band VLBI images.

2.3. VLBI delay model

The theoretical VLBI delay, i.e. the time difference between the arrival of the plane wave from

quasar at station No. 1 and No. 2 (always in the sense arrival time at station No. 2 minus at

station No. 1), is computed by analysis software and then compared to the reduced observed

delay coming originally from the correlator. In the analysis software VieVS (Böhm et al., 2012)

we follow by computing of the theoretical VLBI delay the ”consensus model” which was pub-

lished in Eubanks (1991) and is recommended in the IERS Conventions 2010 (Petit and Luzum,

2010). In this section an introduction into the modelling of the VLBI time delay is given.

The modelling of the theoretical delay can be divided into the following steps:

Step 1

Location of the two stations in an Earth fixed frame

The position of the two stations in an Earth fixed frame is computed at the time t, when the

wave from quasar arises at station No. 1. The coordinates and velocities are taken from a TRF

catalogue and are modified according to models of station displacement such as Earth solid

tides, ocean and atmospheric loading, pole tide and others. A comprehensive overview of mod-

els describing the station movements is given in chapter 4.
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2.3 VLBI delay model

Step 2

Transformation of station positions into GCRS

The Geocentric Celestial Reference System (GCRS) is a kinematically non-rotating system with

its origin in the geocenter. In order to follow the currently valid IERS Conventions 2010 (Petit

and Luzum, 2010) and IAU 2000/2006 (Capitaine et al., 2003; Mathews et al., 2002) resolutions,

the relationship of the ITRS to the GCRS at the date t of the observation is expressed by

[GCRS] = Q(t) ·R(t) ·W (t) · [ITRS] (2.2)

where matrix Q represents the motion of the Celestial Intermediate Pole (CIP) in the celestial

system, matrix R arises from the rotation of the Earth around the CIP axis, and matrix W

from the polar motion. With this transformation we obtain the baseline vector b in GCRS.

Step 3

Estimation of the gravitational delay ∆Tgrav

The gravitational delay arises due to the fact that the parallel signals from a quasar passing

near a massive celestial body are deflected with a different intensity and thus, the radio signal

further away from the celestial body has a shorter path than the other one. The difference in the

delay is called the gravitational delay. Following the present requirements on the VLBI accuracy

Figure 2.3.: Deflection of two parallel radio signals

near a massive gravitating body.

summarized in the project VLBI2010

(Niell et al., 2005) a positional accu-

racy is expected to achieve 1 mm, which

forces the modelling to be precise to one

order of magnitude, i.e. 0.1 mm (0.3 ps).

For such requirements the gravitational

delay due to the Earth, the Sun, Jupiter,

Saturn, the Moon and Venus has to be

considered as shown e.g. by Soja (2011).

The general equation for the gravita-

tional delay caused by the celestial body ”J” reads:

∆TgravJ = (1 + γ)
GMJ

c3
ln

|R1J |+K ·R1J

|R2J |+K ·R2J
, (2.3)

with the post-Newtonian parameter γ equal to 1 in the general relativity theory, the gravitational

constant G, the mass MJ of the J th gravitating body, the barycentric unit source vector K and

the vectors R1J , R2J from the gravitating body to the stations No. 1 and No. 2, respectively.
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2. Very Long Baseline Interferometry

As mentioned in Step 1, the reference time for all quantities is the time t, when the wave from a

quasar arrives at station No. 1. Therefore the vector R2J has to be corrected for the movement

of station No. 2 caused by the Earth’s velocity V ⊕ between the arrivals of the signal at stations

No. 1 and No. 2:

R2J = X2(t)−
V ⊕
c

(K · b)−XJ(tJ), (2.4)

where X2 is the barycentric radius vector of station No. 2 and XJ is the barycentric vector

of the J th gravitating body at the time tJ of closest approach of the signal. Vector R1J is

computed simply as a difference between XJ and X1:

R1J(t) = X1(t)−XJ(tJ). (2.5)

The station’s position in the Barycentric Celestial Reference System (BCRS) with accuracy

sufficient for equations (2.4) and (2.5) is obtained by:

Xi(t) = X⊕(t) + xi(t), (2.6)

with i = 1, 2 for station No. 1 and No. 2. Station vector xi in GCRS comes from the equa-

tion (2.2).

For the gravitational delay due to the Earth, a simplified delay with geocentric station radius

vector is computed:

∆Tgrav⊕ = (1 + γ)
GM⊕
c3

ln
|x1|+K · x1

|x2|+K · x2
, (2.7)

which is precise to picosecond accuracy (Petit and Luzum, 2010).

The total gravitational delay ∆Tgrav is obtained with a summation over all ∆TgravJ together

with the Earth’s contribution.

Step 4

Vacuum geometric delay

The modelling of the vacuum geometric delay is defined in the Barycentric Reference System.

The difference between the time of arrival of the wave front at station No. 1 (T vac
1 ) and station

No. 2 (T vac
2 ) is generally given as the multiplication of the unit source vector with the baseline

vector corrected for the gravitational delay:

T vac
2 − T vac

1 = −
K ·

(
X2(T vac

2 ) −X1(T vac
1 )

)
c

+ ∆Tgrav. (2.8)

For the practical computation the barycentric station vectors Xi have to be transformed into

geocentric ones xi by using the relativistic transformations. The problems of time transformation
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Figure 2.4.: Symbolic illustration of the transformation of station positions (baseline vector) into

GCRS (Step 2) and the following calculation of the time delay in BCRS (Step 4). (Courtesy of

Lucia Plank.)

will be not discussed here, it can be read e.g. in Petit and Luzum (2010). The resulting equation

(2.9) is given for the difference of the geocentric times tvac1 and tvac2 :

tvac2 − tvac1 =
∆Tgrav − K·b

c

[
1− (1+γ)·U

c2
− |V ⊕|2

2c2
− V ⊕·v2

c2

]
− V ⊕·b

c2

(
1 + K·V ⊕

2c

)
1 + K·(V ⊕+v2)

c

(2.9)

with gravitational potential U at the geocenter, barycentric velocity of the geocenter V ⊕ and

the geocentric velocity v2 of the station No. 2.

Step 5

Total delay

To obtain the total theoretical delay several corrections have to be added to the vacuum geo-

metric delay. These are the hydrostatic part of the tropospheric delay thydro(dependent on the

pressure, height and latitude of the station), delay caused by the thermal deformation of the

antenna τthermdef , and axis offsets corrections τao:

t2 − t1 = tvac2 − tvac1 +

(
thydro2 − thydro1 + thydro1

K · (v2 − v1)

c

)
+ τthermdef + τao. (2.10)
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2.4. Estimation of parameters

As illustrated in Figure 2.2 the reduced observed delay and the theoretical delay go into a least

squares solution where they build a vector with reduced observations ”o − c” (observed minus

computed). In principle two kinds of parameters can be estimated by the VLBI technique.

The first group involves parameters which are connected only with one observation session

and are changing in time. These are e.g. clock parameters, atmospheric parameters, Earth

orientation parameters or station positions which refer to the time within the session. The

second group are so-called global parameters which are constant in time and are determined

from all measured sessions. The terrestrial reference frame (station coordinates and velocities

referring to a certain reference epoch), celestial reference frame (time-independent coordinates),

and constant geophysical or astronomic parameters are estimated in this way.

2.5. Vienna VLBI Software (VieVS)

The Vienna VLBI Software (VieVS) has been developed at the Institute of Geodesy and Geo-

physics of TU Vienna since 2008 (Böhm et al., 2009, 2012). It is analysis software written in

Matlab programming language. In its basic form it is capable of estimating parameters from

the measured VLBI time delay. The potential of VieVS has grown and nowadays it consists

of several add-on modules which considerably extends its capabilities (see Figure 2.5). The

software is controlled by a user via a graphical interface where analysis options can be chosen.

The core of the software consists of three separate modules: Vie INIT (Nilsson et al., 2011),

Vie MOD (Plank et al., 2013) and Vie LSM (Teke et al., 2009). In Vie INIT the input data is

read in, e.g. the station coordinates and velocities from a TRF catalogue, quasar coordinates

from a CRF catalogue, and the observed time delay presently from an NGS file. At this stage

the outlier observations can be removed and it is also possible to exclude stations, sources or

baselines. In the module Vie MOD the theoretical time delay is computed and partial deriva-

tives of the delay with respect to the parameters of interest are built. The modelling currently

follows the IERS Conventions 2010 (Petit and Luzum, 2010) with their electronic updates. The

adjustment of observations and estimation of the parameters take place in Vie LSM using the

classical Gauss-Markov least squares method. The parameters are estimated as piecewise linear

offsets at intervals chosen by the analyst. Three kinds of the intervals can be chosen: 1) integer

hours (e.g. 17:00 UTC, 18:00 UTC, ... ), 2) integer fractions of integer hours (17:20 UTC,

11
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Figure 2.5.: Internal structure of VieVS Version 2.0. Adapted from Spicakova et al. (2009)

17:40 UTC, ...), or 3) integer multiplies of integer hours (00:00 UTC, 03:00 UTC, ...). This

allows a following combination of parameters or a comparison of results obtained from other

space-geodetic techniques very easy and straightforward.

In addition to these basic features of VieVS, i.e. to analyze one measured VLBI session, the

version 2.0 of VieVS allows simulations of VLBI observations (Vie SIM (Pany et al., 2011)),

to create an observation schedule for a whole session (Vie SCHED (Sun et al., 2011)), and to

estimate global parameters from several sessions simultaneously (Vie GLOB (Spicakova et al.,

2010)). The simulation tool in Vie SIM simulates three major error sources in the VLBI: the

tropospheric delay using the method of Nilsson and Haas (2010), the station clock errors as a

sum of random walk and integrated random walk process according to Herring et al. (1990), and

white noise per baseline. The simulated observations can be used to generate artificial observa-

tions of the planned VLBI stations which do not yet exist, or to research investigations because

the distribution of the errors in the measurement is known from the simulated observations. The

scheduling package Vie SCHED has the capability to create an observation schedule for a VLBI

session, i.e. instructions for each VLBI station detailing which radio source should be observed

at the specified time. The module takes into account the specific characterizations of each VLBI

antenna such as its slew rate in azimuth and elevation, and a structure model for each source

to predict the observed flux on each baseline of a scan (Sun et al., 2011).

The module Vie GLOB offers the option to stack observations from multiple VLBI sessions and
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2. Very Long Baseline Interferometry

to estimate parameters from the whole history of VLBI measurements. It has been designed

and created in connection with this Ph.D. thesis.

2.5.1. Vie GLOB

Module Vie GLOB has the capability to estimate parameters which are common to all VLBI

sessions from a so-called global solution, i.e. from a common adjustment of many VLBI sessions.

The input data for Vie GLOB are datum-free normal equations (NEQ) prepared by the module

Vie LSM. The global solution is typically used to determine TRF in terms of station positions

and velocities, and the CRF in terms of radio source coordinates. Figure 2.6 shows one of the

graphical user interfaces where several options for estimating the new TRF and CRF can be

chosen by an analyst. The computational strategy of Vie GLOB follows several steps. First,

information from all sessions is read to detect all parameters which are contained in the input

normal equations. Because of limited computer memory capacity, and due to time consumption,

it is essential to keep the equation system small. Therefore only parameters of interest for the

global solution are kept in the session-wise NEQ and the remaining parameters are either fixed

to their a priori values or reduced from the equations. The reduction takes place for parameters

which appear in only a single session and are dependent on a finite amount of time. These

Figure 2.6.: One of the graphical user interfaces of VieVS 2.0 controlling the module Vie GLOB.
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2.6 International VLBI Service for Geodesy and Astrometry

are, for example, the clock parameters, zenith wet delays or tropospheric gradients which can

vary by several hours. The reduction means an implicit estimation of such parameters from

the session-wise NEQ by a least squares adjustment. The global parameters are detected in the

NEQ taken from single sessions, and a new reference number is assigned to each parameter. In

the second step of Vie GLOB the NEQ are reorganized following the new order of parameters

(columns/rows in normal matrix and rows in normal vector) and stacked together with the

reorganized NEQ from other sessions. This leads to one common global normal matrix which

consists of the global parameters only. In the third step conditions (like no-net-rotation and

no-net-translation on TRF or no-net-rotation on CRF) and eventually constraints are applied,

and by a final inversion of the NEQ system the estimates of the global parameters are obtained.

In a usual run of Vie GLOB where we are only interested in the global parameters (e.g. in a new

reference frame) the analysis stops at this stage. However, if we are also interested in the solution

for parameters which have been session-wise reduced, a backward solution has to be carried out.

This means that the residuals estimated for the global parameters are taken and substituted into

the reduced equation going step by step always one level up. Details concerning the least squares

adjustment and the computational procedure applied in Vie GLOB is described in chapter 3. In

this thesis I concentrate mainly on the estimation of TRF, CRF and of geophysical parameters

such as Love and Shida numbers or free core nutation parameters.

2.6. International VLBI Service for Geodesy and Astrometry

The International VLBI Service for Geodesy and Astrometry (IVS) is an official service of the

International Association of Geodesy (IAG) and supports geodetic and astrometric work on

reference systems, Earth science research, and operational activities (Schlüter, 2000). It was

established in 1999 and from that time it has coordinated the globally distributed VLBI compo-

nents (see Figure 2.7) consisting presently of a total of 79 permanent components, representing

41 institutions in 19 countries with ca. 280 associate members (Behrend and Baver, 2011a). Be-

fore the establishment of IVS the cooperation between organizations was on a voluntary basis,

but now from the time that an organization is accepted as a member of the IVS its contribu-

tion to the service is an obligation. Therefore IVS can guarantee the delivery of high quality

products for scientific and also operational applications (Schlüter, 2000). The VLBI products

are the foundation of many scientific and practical applications requiring the use of an accurate

inertial reference frame, such as high-precision navigation and positioning (Behrend and Baver,
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Figure 2.7.: Map with the global distribution of IVS components.

2011b). In Figure 2.8 an overview of the current main IVS products is given. VLBI data prod-

ucts currently available are the full set of Earth orientation parameters, the TRF, the CRF, and

tropospheric parameters (Schuh and Behrend, 2012). All IVS data and products are archived in

data centres and are publicly available for research in related areas of geodesy, geophysics, and

astrometry.

2.6.1. VLBI2010

In 2005 a key report called ”VLBI2010: Current and Future Requirements for Geodetic VLBI

Systems” (Niell et al., 2005) was accepted by the IVS directing board. It consists of a revision of

the current and future requirements for geodetic VLBI, including all components from antennas

to analysis. The report also states recommendations for a new generation of VLBI systems to

ensure new criteria for future IVS products defined by the requirements of the Global Geodetic

Observing System (GGOS). These criteria are:

• 1 mm measurement accuracy on global baselines,

• continuous measurements for time series of station positions and EOP,

• turnaround time to initial geodetic results of less than 24 hours (near real-time).
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PRODUCTS SPECIFICATION STATUS (2010) 

Polar motion xp, yp Accuracy  50-80  as  

 Product delivery  8-10 days  

 Resolution  1 day  

 Frequency of solution  ~3 days/week 

   

UT1 ! UTC Accuracy  3-5  s  

 Product delivery  8-10 day  

 Resolution  1 day  

 Frequency of solution  ~3 days/week 

   

UT1 ! UTC (Intensives) Accuracy 15-20  as  

 Product delivery 1 day  

 Resolution 1 day  

 Frequency of solution 7 days/week  

   

Celestial pole dX, dY Accuracy  50  as  

 Product delivery  8-10 days  

 Resolution  1 day  

 Frequency of solution  ~3 days/week 

   

TRF (x, y, z) Accuracy  5 mm  

   

CRF (", #) Accuracy  40-250  as  

 Frequency of solution  1 year  

 Product delivery  3 months  

 

 

 

Figure 2.8.: Main IVS products with their current accuracies. Based on Schlüter (2000) and

Schuh and Böhm (2013).

Following the acceptance of the report, the IVS established the VLBI2010 Committee to carry

out a series of studies recommended by Niell et al. (2005) and to encourage the realization of the

new vision for geodetic VLBI. The results and achievements of the VLBI2010 Committee have

been summarized in the VLBI2010 Progress Report called ”Design Aspects of the VLBI2010

System” (Petrachenko et al., 2009). The impact of new strategies on the quality of VLBI prod-

ucts was investigated with Monte Carlo simulations (Pany et al., 2011). The effect of the three

dominant VLBI random error processes (reference clock, troposphere, and the delay measure-

ment noise) was studied, and it was confirmed that the dominant error source is the atmosphere.

Concerning the requirements for the new VLBI2010 antennas, a single 12-m diameter antenna

with a slew rate of 12 deg/s in azimuth or twin-antennas with slew rates of minimal 5 deg/s in

azimuth, are desired to allow a reduction in the time required for slewing between sources and

also to decrease the on-source time needed to make a precise delay measurement (Petrachenko

et al., 2009). The concept of VLBI2010 includes a new observable which ensures a requisite

precision with the shortened on-source time. This is the broadband delay with a recommended

four-band system that uses a broadband feed to span the entire frequency range from 2 to
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14 GHz (Petrachenko et al., 2009). To ensure the third criterion for the future IVS products

(i.e. the results’ availability in near real-time) at least a subset of antennas has to have access

to high-speed optical fibre networks to ensure fast delivery of the initial IVS products. There

are high expectations of the automation systems at the stations and of the remote control tech-

nologies. The operator would have full access to the antenna remotely and should also be able

to control several antennas from an arbitrary distance (Neidhardt et al., 2011).

After the publication of the VLBI2010 Progress Report (Petrachenko et al., 2009) the IVS

Directing Board established the VLBI2010 Project Executive Group ”to provide strategic lead-

ership to the VLBI2010 project and guide the transition from the VLBI2010 development phase

to the VLBI2010 implementation phase” (Hase et al., 2011). It serves as a primary contact

inside IVS for institutions which plan to upgrade their equipment according to the VLBI2010

requirements. Presently it is expected that the VLBI network will be fully implemented until the

end of 2020, and the new broadband observations will be carried out within a regular operation

from 2015. The existing global S/X network stations will be maintained in parallel to support

data continuity, astrometry, and space applications (Hase et al., 2011).
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In geodesy the method of least squares is the common method to find ”the best” estimate of

the measured components of an observation vector. With the best estimate a unique solution

with a minimal sum of squared residuals in an overdetermined system is meant, i.e. system in

which there are less unknowns than equations. In this chapter a brief overview of this method is

given, based mainly on publications from Hampacher and Radouch (2003), Perović (2005) and

Angermann et al. (2004). Attention is paid only to issues relevant to this thesis.

3.1. Least Squares Adjustment - Basics

From a series of measurements one gets an observation vector l′ which differs from the real value

L which is due to the various error sources ε, which influence the measurement

L = l′ + ε. (3.1)

It is not possible to estimate ε and L from the measurement, therefore it is searching for an

approximation of L, which is called the adjusted value l(x). The adjusted value is often a

function of more unknown values x.

l(x) = l′ + v. (3.2)

The equation of residuals v giving the difference between the adjusted value and the measure-

ments can be written as

v = l(x)− l′. (3.3)

The least squares method can be used under two assumptions:

1. linearity, and

2. unbiasedness.
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The unbiasedness of observational errors means the absence of systematic measuring errors.

Because of the difficulty to fulfil this condition in the praxis, it is sufficient to realize such

conditions in the measurements that the systematic influences in the measurements are negligible

compared to random errors.

The linearity of the equation (3.3) has to be achieved by a Taylor series expansion of l(x)

restricted to the terms of first order. Therefore if possible, approximate a priori values x0 of the

unknown parameters are introduced and within the least squares method only small corrections

dx in the neighbourhood of these values are estimated. After the introduction of x = x0 + dx

into the equation (3.3) and the Taylor expansion one gets:

v = l(x0) +
∂l(x)

∂x
|x=x0 ·dx− l′. (3.4)

The equation of residuals can be expressed as:

v = A · dx− l, (3.5)

with A as design matrix, i.e. matrix containing partial derivatives of l(x) for n independent

observations w.r.t. u estimated parameters:

A =
∂l(x)

∂x
|x=x0=


∂l1(x)
∂x1

· · · ∂l1(x)
∂xu

...
...

...

∂ln(x)
∂x1

· · · ∂ln(x)
∂xu

 , (3.6)

and reduced observation vector l, referred also as ”o − c” vector, meaning ”observed minus

computed”:

l = l′ − l(x0). (3.7)

The least squares method seeks a vector dx which will be unique and where the weighted square

sum of residuals will be minimized:

Ω = vTPv = minimum ⇒ ∂Ω
∂dx = 0 and ∂2Ω

∂dx2 > 0

∂vTPv
∂dx = ( ∂v

∂dxT )2Pv = AT 2Pv = 0.
(3.8)

P is the weight matrix of the observation vector. In case of uncorrelated observations the weight

matrix P is a diagonal matrix with weights pi for each observation

pi =
σ20
σ2i
. (3.9)

The weights are proportional numbers giving a higher importance to more accurate observations

to ensure a higher influence on the adjusted values. Therefore the weights are defined by the
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standard deviation of observation σi and by a constant value called a priori standard deviation

of unit weight σ0 to which corresponds an observation with the weight pi = 1. Substitution of

v from equation (3.5) into equation (3.8) yields the system of normal equations

ATP (A · dx− l) = ATPA · dx−ATPl = 0

N · dx− b = 0.
(3.10)

The solution for dx is

dx = N−1b = (ATPA)−1ATPl (3.11)

and the unknown parameters are gained by

x = x0 + dx. (3.12)

A covariance matrix Mdx of estimated parameters is a matrix where the diagonal elements are

variances and the non-diagonal ones are covariances of dx. It can be obtained by multiplying

a corresponding cofactor matrix Qdx with a dimensionless squared a posteriori variance of unit

weight σ20.

Mdx = σ20 ·Qdx,with (3.13)

Qdx = N−1, and (3.14)

σ20 =
vTPv

dof
, (3.15)

where dof denotes ”degree of freedom” of the adjusted system, i.e. dof = n− u.

In view of equation (3.12) for the covariance matrix Mx of the unknown parameters follows:

Mx = Mdx. (3.16)

3.2. Reduction and stacking of parameters

The VLBI measurements are carried out nowadays in so-called sessions, i.e. in a certain time

period (from one hour to one day) a network of a few stations observes extragalactic sources and

the measurements are recorded. The analyst will then get a file containing the prime observable

(time delay). In the least squares adjustment the N matrix contains only measurements from

this actual time period.

In this work I am mainly interested in estimating the parameters that need a long time span
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(several years) for their determination. In this case it is necessary to combine the N matrices

from single sessions into one common N matrix and estimate the concerned parameters in one

adjustment. There are two main features which have to be dealt with when using this procedure

and which can be solved by a session-wise reduction of selected parameters. The first problem is

the limited computer memory. In cases where one would involve all parameters from the single

session N matrices into one N matrix, the size of this new N matrix would be too huge to be

processed using a standard PC. The second reason for a parameter reduction is that some pa-

rameters are not suitable for a global adjustment. They can either describe time-varying events

(e.g. Earth rotation) or not enough data is collected to estimate them globally (e.g. short data

time span for station velocity estimation).

The reduction of parameters is based on a division of the normal equation system into two parts.

In the first part those parameters are concentrated, which will be kept in the global matrix, and

in the second part parameters are ordered, which will be estimated only from a single session:

 N11 N12

N21 N22

 ·

 dx1

dx2

 =

 b1

b2

 . (3.17)

The matrix equation (3.17) corresponds to the following two coupled equations:

N11 · dx1 +N12 · dx2 = b1, (3.18)

N21 · dx1 +N22 · dx2 = b2. (3.19)

From equation (3.19) vector dx2 can be expressed containing the reduced parameters:

dx2 = N−1
22 · b2 −N−1

22 N21 · dx1 (3.20)

and substituted into equation (3.18):

N11 · dx1 +N12N
−1
22 · b2 −N12N

−1
22 N21 · dx1 = b1, (3.21)

(N11 −N12N
−1
22 N21) · dx1 = b1 −N12N

−1
22 · b2, =⇒ (3.22)

NR · dx1 = bR. (3.23)

The reduced N matrix NR and the reduced b vector bR are than ”stacked” with reduced normal

equation systems from other sessions and a global N matrix NG and a global b vector bG is

created. Attention has to be paid so that the order of parameters is identical in the reduced

normal equation systems:

NG = NR1 +NR2 +NR3 + · · · ,

bG = bR1 + bR2 + bR3 + · · · .
(3.24)
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3.2 Reduction and stacking of parameters

The final solution for the global parameters is done using an inversion of the global normal

equation system:

dxG = N−1
G · bG. (3.25)

The estimates of the session-wise reduced parameters can be obtained by substituting the vector

dxG into the equation (3.20), where dx1 = dxG and thus contains the globally adjusted param-

eters. It is obvious that one has to store the matrices N22, N21 and vectors b2 of each session.

To obtain the time series of the reduced parameters from all sessions it should be started with

the reduced normal equation of the last session and then continued in a ”backward direction”

always one level up (Gipson, 1998).

For derivation of the covariance information for global and session-wise parameters, the equations

for dxG and dx2 are transformed back to the matrix notation. With a substitution of dxG

from equation (3.22) into the equation (3.20) one gets the following matrix system: dxG

dx2

 =

 N−1
G N−1

G ·N12 ·N−1
22

N−1
22 ·N21 ·N−1

G N−1
22 +N−1

22 ·N21 ·N−1
G N12 ·N−1

22

 ·
 bG

b2

 , (3.26)
where the cofactor matrices are those on the diagonal, i.e.

QG = N−1
G , (3.27)

Q22 = N−1
22 +N−1

22 ·N21 ·N−1
G N12 ·N−1

22 . (3.28)

By a substitution of Qdx in equation (3.13) with QG and Q22 the variance matrix for global

and session-wise parameters, respectively, is obtained. Concerning the σ0 in the equation (3.15),

vTPv has to be divided into two parts. The first part of the general division reading

vTPv = (A · dx− l)TP (A · dx− l) = (dxT ·AT − lT )P (A · dx− l) = · · ·

= lTPl− dxT ·ATPl = lTPl− dxT · b,
(3.29)

depends on the single-session analysis and the second part can be evaluated only after the global

adjustment. In the case of the session-wise reduction it is necessary to subtract for each session

the session-wise matrix N22 and vector b2 from the lTPl value and after the final solution

subtract the product of dxG
T and bR:

vTPv = (lTPl− bT2 N
−1
22 b2)− dxG

T · bR. (3.30)
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3. Least Squares Adjustment

3.3. Constraining of parameters

During the VLBI analysis it often happens that the observations do not contain all the necessary

information needed for creating a solution, or that the observations are not homogeneously

distributed in time. Introduction of external limits is essential to avoid the normal equation

system being singular. It can be done by installing fictitious observations, so-called ”pseudo-

observations”, and including them into the adjustment.

The linearized system of conditions is introduced as

B · dx = bc, (3.31)

if bc is a stochastic vector, then instead of equation (3.31) one can write

vb = B · dx− bc. (3.32)

After applying the least squares condition (equation (3.8)) on equations (3.5) and (3.31) one

can derive the normal equation system. The method of Lagrange where the condition equation

is multiplied by −2kT with k being so-called Lagrange correlates allows one to rewrite the

equations as:

Ω = vTPv − 2kT (B · dx− bc) = minimum

∂Ω
∂dx = ( ∂v

∂dxT ) · 2Pv − 2BTk = 0; ∂Ω
∂k = B · dx− bc = 0,

AT 2P (A · dx− l)− 2BTk = 0,

ATPAdx−BTk −ATPl = 0,

(3.33)

ATPAdx−BTk −ATPl = 0,

B · dx − bc = 0.
(3.34)

In a matrix form the normal equation system with conditions can be written as: ATPA BT

B 0

 ·

 dx

−k

 =

 ATPl

bc

 . (3.35)

Relative constraints

The parameters are constrained to each other by a known value. In case the parameter estimation

is done for certain intervals (e.g. parameterisation by piece-wise linear offsets every 30 minutes)

there can be two following intervals without any observation. In such a case constraints have to

be applied to connect the parameter estimates, referring to the time before the data dropout, to

the parameter estimates from time intervals after the data dropout. In this work I use relative
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3.3 Constraining of parameters

constraints also e.g. to estimate an equal velocity of antennas being located at the same place.

In this case the value in vector bc is zero. If one uses the relative constraints to define the

so-called ”local ties”, i.e. known coordinates’ differences at one site between two antennas, the

vector bc would contain the known value (measured by a terrestrial technique). The condition

equation for relative constraints between parameter p1 and p2 is

xp1 − xp2 = bc (3.36)

and following the equation (3.32) one gets:

vb = xp1 − xp2 − bc, (3.37)

vb =
[
1 −1

]
·

 xp1

xp2

− bc. (3.38)

The impact of constraints on the solution can be regulated by introducing a weight matrix Pc.

BTB · dx−BTbc = 0,

dx = (BTB)−1BTbc,

where H = (BTB)−1BT .

(3.39)

By adding the normal equation system of the pseudo-observations to the unconstrained normal

equation system it can be written:

(ATPA+HTPcH) · dx = ATPl+HTPcbc. (3.40)

Minimum constraints - TRF

VLBI is a relative technique, therefore to obtain absolute locations of the antennas certain

conditions on the network have to be introduced. One way is to introduce so-called ”free

network” conditions. These are based on a similarity transformation between the a priori and

the new adjusted reference frame. These two frames are, in general, related to each other by

seven Helmert parameters, i.e. three translations, three rotations and one scale factor, which fix

the TRF at a given epoch and by their time derivatives to define the TRF time evolution. Free

network conditions mean that some of the parameters are set to zero. If the three translation

parameters T TRF are set to zero it results in a no-net-translation (NNT) condition imposed

on the new adjusted coordinates w.r.t. the a priori reference frame. Setting the three rotation

angles RTRF to zero implies a no-net-rotation (NNR) condition. In the case of a global VLBI

adjustment, the NNT condition together with the NNR condition is applied. In the VLBI

analysis there is no constraining of the scale employed.
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3. Least Squares Adjustment

The transformation of a coordinate vector X1 in reference system 1 into coordinate vector X2

in reference system 2 is thus given by

X2 = X1 + T TRF +RTRFX1. (3.41)

The transformation for a velocity vector is got by the differentiating equation (3.41) w.r.t. time:

∂X2 = ∂X1 + ∂T TRF + ∂RTRFX1 +RTRF∂X1. (3.42)

Between the reference frame 1 and 2 only small rotations are assumed, so it holds

T TRF =


Tx

Ty

Tz

 , RTRF =


0 −ωz ωy

ωz 0 −ωx

−ωy ωx 0

 (3.43)

where the sign of rotation follows the IERS Conventions 2010 (Petit and Luzum, 2010).

The vector of Helmert parameters is denoted as χ:

χT =
[
Tx Ty Tz ωx ωy ωz ∂Tx ∂Ty ∂Tz ∂ωx ∂ωy ∂ωz

]
(3.44)

and the equations (3.41) and (3.42) can be rewritten as

∆X = B · χ (3.45)

with

∆X =

 X2 − X1

∂X2 − ∂X1

 (3.46)

and

B =



...

B1 0

B2 B1
...

 (3.47)

, where

B1 =


1 0 0 0 Zi

1 −Y i
1

0 1 0 −Zi
1 0 Xi

1

0 0 1 Y i
1 −Xi

1 0

 (3.48)

and

B2 =


0 0 0 0 Żi

1
˙−Y i
1

0 0 0 ˙−Zi
1 0 Ẋi

1

0 0 0 Ẏ i
1

˙−Xi
1 0

 . (3.49)
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3.3 Constraining of parameters

According to Petit and Luzum (2010) the term RTRF∂X1 in equation (3.42) is about 0.1 mm

over 100 years and can therefore be omitted. This leads to an approximation of B2 to a zero

matrix.

Analogously to equation (3.32) the equation of residuals for the Helmert parameters reads

vb = B · χ−∆X (3.50)

and following the equation (3.39) one can write for the Helmert parameter estimates

χ = (BTB)−1BT ·∆X. (3.51)

As already mentioned, the NNT + NNR conditions request the zero for the sum over the

coordinate differences, i.e. ∆X = 0, which leads to a simplified form of the normal equation

system (3.40) which is then used in the adjustment:

(ATPA+HTPcH) · dx = ATPl. (3.52)

Minimum constraints - CRF

To estimate the celestial reference frame, similarly to the terrestrial reference frame, one can also

use free network conditions but only to constrain the orientation of the CRF. The relationship

between the a priori CRF (1) and the estimated one (2) can be realized with a rotation matrix

RCRF containing three rotation angles. Alternatively an additional parameter dz accounting

for a global translation of the source coordinates in declination can be introduced, which reflects

systematic differences caused, e.g. by inaccuracy of the tropospheric propagation correction for

sources observed at low elevations. If in the VLBI analysis a gradient estimation is applied, the

parameter dz is expected to be negligible. Following Feissel-Vernier et al. (2006) the differences

in coordinates for one source in the two reference frames are:

α2 − α1 = A1 tan δ1 cosα1 +A2 tan δ1 sinα1 −A3, (3.53)

δ2 − δ1 = −A1 sinα1 +A2 cosα1 + dz. (3.54)

In matrix notation one gets

B =



...

tan δ1 cosα1 tan δ1 sinα1 −1 0

− sinα1 cosα1 0 1
...

 (3.55)
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3. Least Squares Adjustment

and the χ vector with free network parameters

χT =
[
A1 A2 A3 dz

]
. (3.56)

With this annotation the procedure of TRF constraints can be followed and the final equation

(3.52) for constraining the normal equation system with the VLBI observations can be applied.
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4. Station displacement

In this chapter an overview of phenomena causing station displacements is given. Conventional

models dealing with crust deformation are described in the IERS Conventions. The recent

version 2010 (Petit and Luzum, 2010) recommends corrections of station catalogue coordinates

for the effect of solid Earth tides and loading due to ocean tides, atmospheric tides, pole tide,

and ocean pole tide. The corrected station coordinates are used then as a priori instantaneous

positions into the adjustment of observational data. The influence of single events on the vertical

displacement is shown in Figure 4.1 whereas deformation in the horizontal plane is typically

nearly one order of magnitude smaller. The displacement caused by non-tidal atmospheric

loading and hydrology loading (two bars on the right-hand side in the Figure 4.1) are not

included in the recommendations of the IERS Conventions. Nevertheless it is stated in the

document that some recommended models to correct the crustal displacement caused by these

non-tidal effects are envisioned for the next edition of the IERS Conventions.
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Figure 4.1.: Maximal vertical crustal deformation that can be caused by these particular phe-

nomena.
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4. Station displacement

4.1. Solid Earth tides

As visible in Figure 4.1 the effect of solid Earth tides on the station displacement clearly dom-

inates over all other phenomena. The deformation arises from the direct effect of the external

tidal potential caused by the Moon and the Sun. In Figure 4.2 the motion of station Wettzell

during one month is shown. The peak-to-peak variation in the vertical direction reaches up to

40 cm, in the horizontal plane the deformation varies by several centimetres. A comprehensive

description of this surface displacement is given in a following chapter 5 as this is one of the key

issues relevant to my work.
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−20

−10
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20
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Figure 4.2.: Modelled displacement (in local REN system - blue, red, green) at station Wettzell

caused by solid Earth tides during August 2008.

4.2. Ocean loading

Similar to solid Earth tides, ocean tides are caused by the tide generating potential due to the

gravitational attraction of the Moon and Sun. They redistribute water mass and cause an associ-

ated load on the oceanic crust. The response of the oceans is dependent on their location and the

local regional conditions that affect the water flow, therefore models with gridded formulations

are needed (Petit and Luzum, 2010). The IERS Conventions 2010 provide a table with several

global ocean tidal models, but recommend using the two most recent ones: TPXO7.2 (Egbert and

Erofeeva, 2002) which was derived using tide gauge and TOPEX/Poseidon data, and FES2004

(Letellier, 2004) computed as a hydrodynamic solution with altimetry data. The amplitudes and

phases for eleven main tides (M2, S2, N2, K2, K1, O1, P1, Q1,Mf ,Mm, and Ssa) can be obtained
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4.2 Ocean loading
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Figure 4.3.: Comparison of five ocean tidal models providing ocean loading corrections during

one 24-hour VLBI session on September 12, 2005. The upper plot shows the differences at

station Kokee Park exceeding 2 mm. On the lower plot the ocean loading corrections for station

Wettzell are plotted.

for each VLBI site from the ocean loading service site at http://froste.oso.chalmers.se/loading/

maintained by M. S. Bos and H.-G. Scherneck. In addition recent IERS Conventions 2010 require

an implementation of 342 constituent waves whose amplitudes and phases are found by an inter-

polation of the tidal admittances based on the eleven main tides. In the VLBI analysis software

VieVS ocean loading corrections based on five different ocean tide models are implemented. In

Figure 4.3 a comparison of these different loading corrections for stations Kokee Park (Hawaiian

Islands) and Wettzell (Germany) during one 24-hour session is shown. At station Kokee Park

where the effect of ocean tidal loading is large (about 5 cm in vertical component during this

particular day), the corrections in the vertical direction differ in their maximum amplitudes by

about 2 mm. For the inland station Wettzell, where the ocean loading effect reaches about 1 cm

in the vertical during one day, the differences are negligible (a few tenths of a millimetre).
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4. Station displacement

4.3. Atmospheric pressure loading

The redistribution of the air masses in the atmosphere causes displacement of geodetic sites of

up to several millimetres, and in the regions of strong variability of pressure systems (e.g. mid-

latitude regions) the amplitudes of vertical displacement can reach up to 1-2 cm. The non-tidal

atmospheric loading corrections are provided as a time series, usually with a six hour resolution.

Nowadays time series from three different atmospheric pressure loading (APL) services are imple-

mented in VieVS. These are a) APL time series provided by the Goddard (GSFC) VLBI group

which are available on the web at http://gemini.gsfc.nasa.gov/aplo (Petrov and Boy, 2004);

b) APL time series determined at the University of Luxembourg (http://geophy.uni.lu/ncep-

loading.html (van Dam, 2010)); and c) APL time series provided by the Vienna group ((Wijaya

et al., 2012) http://ggosatm.hg.tuwien.ac.at/LOADING/). The a) and b) series are derived from

the NCEP (National Center for Environmental Prediction) reanalysis surface pressure field given
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Figure 4.4.: Standard deviations of height time series from three VLBI solutions with different

APL corrections: Vienna group (blue), GSFC group (light green) and University of Luxembourg

(light pink). The differences are with respect to the solution where no APL corrections were

applied.
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4.3 Atmospheric pressure loading
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Figure 4.5.: Baseline length repeatabilities from VLBI solution with applying APL as a priori

corrections (black) and from solution without applying APL (light red). The lower plot shows

differences in the standard deviation (std) of the baseline length (with minus without APL).

The mean std is plotted with the red line.

on a global grid of 2.5◦ x 2.5◦ spatial resolution. The c) series are calculated using the refer-

ence pressure derived from ECMWF (European Centre for Medium-Range Weather Forecasts)

reanalysed data with 1.0◦ x 1.0◦ spatial resolution. The pressure data for calculating the time

series contains signals associated with the diurnal (S1) and semi-diurnal (S2) atmospheric tides.

Since the data is provided with a six hour resolution, the representation of the tidal signals

cannot be done with an accurate resolution (van den Dool et al., 1997). The tidal signals have

to be removed from the pressure data and a separate model describing only the tidal (S1 and

S2) loading corrections is introduced. The IERS Conventions 2010 recommend applying only

the tidal atmospheric pressure loading for a diurnal tide S1 and a semi-diurnal tide S2 on the

measured data in the analysis. For the non-tidal part of the loading no conventions are adopted.

I did several tests to investigate the impact of applying APL on the station coordinates, in terms

of baseline length and station height repeatabilities.

The VLBI data was processed following the standard parameterisations described in chapter 6,

where one reference solution was computed without applying any APL corrections. Three other

32



4. Station displacement
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Figure 4.6.: Standard deviations of the height time series. In the upper figure std from sessions

with a pressure difference of more than 10 hPa at one station are plotted. In the lower left and

right figures the std are computed from sessions with a pressure difference of more than 20 hPa

and 30 hPa respectively. The red lines show the mean std of the height time series.

solutions were carried out by applying the three different APL series a priori on the station

coordinates. In Figure 4.4 the differences in the standard deviations of height time series be-

tween the reference solution and the solution with APL provided by Vienna group (blue), GSFC

group (light green) and University of Luxembourg (light pink) are plotted. It can be seen that

there are no big differences between applying any of the three APL corrections. Each of them

provides, at most of the stations, a better standard deviation of the height time series compared

to the solution with neglected APL. The stations are sorted by latitude in the x-axis and it is

obvious that the largest improvement after applying APL corrections appears at mid-latitude

sites (around 40◦ − 60◦N) where the APL effect is largest. In Figure 4.5 the baseline length

repeatabilities for baselines which were included in more than 200 sessions are plotted. The ref-

erence solution (without APL corrections) is compared to the baseline estimates where the APL

time series provided by van Dam (2010) were applied. An improvement in terms of standard

deviation of the baseline length can be seen at 74% of the baselines with a mean difference of

−0.2 mm.
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4.4 Pole tide loading

There is a question whether applying APL corrections to the measured data is necessary at

observation level (i.e. a priori) or if it would be sufficient to apply an averaged correction to

each station at the stage of normal equations. Therefore I divided the sessions into three groups.

The first group involves sessions in which at least one station showed the measured pressure dif-

ference during the session exceeding 10 hPa. The second group contains sessions with a pressure

difference of 20 hPa and the third group of 30 hPa and more. The differences in the standard

deviation of the height time series are plotted in Figure 4.6 (in the sense APL applied at normal

equation level minus at observation level). The first group of sessions contained about 1200 ses-

sions and there is no visible difference in the standard deviations between these two solutions.

In the second group (pressure difference > 20 hPa) the standard deviation is clearly smaller

for the solution with APL corrections applied at observation level with a mean difference of

0.03 mm. The sessions with an extreme pressure difference at one side during a day (i.e. 30 hPa

and more) show better standard deviation when the APL corrections were applied a priori with

an interpolated value for each observation. From this follows that for ”saving” sessions where

one antenna was observing under extreme weather conditions, application of APL corrections

at the observation level is appropriate.

4.4. Pole tide loading

The displacement of the antennas is also caused by the Earth rotation variations. Polar motion

causes variations in the station coordinates which can reach a few centimetres. The Earth’s

mean rotation pole has a secular variation, which is a long-term drift of the pole with respect

to the Earth’s surface. In previous IERS Conventions 2003 (McCarthy and Petit, 2004) a linear

model for describing the secular trend was adopted. In the recent IERS Conventions 2010 the

mean pole is modelled with a cubic function (over the period 1976.0 - 2010.0). In Figure 4.7

both approximations are plotted, in light red the linear model and in blue the cubic one. The

instantaneous pole coordinates have to be corrected for the secular pole wander.

In Plank et al. (2013) we simulated VLBI observations to investigate the effect of the mean pole

modelling on the change of the TRF scale component. We used schedules corresponding to R1

and R4 sessions, which are rapid turnaround experiments regularly performed on Mondays and

Thursdays, consisting of about eight globally distributed stations. The IVS started to perform

these sessions in 2002. The geometry of R1 and R4 differs. Normally the networks consist of

six core stations each with the addition of about two other stations observing in the network.
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4. Station displacement
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Figure 4.7.: Models for secular variation of the Earth’s mean rotation pole.

In the Figures 4.8 and 4.9 the session-wise change in the scale component of the TRF is shown.

Figure 4.8 shows the session-wise scale change in the estimated TRF between a solution where

the mean pole path was approximated by the linear model and a solution where the secular

variation was totally neglected. The results for sessions R1 (left) and R4 (right) are divided into

separate plots. The colour bars represent the volume of the station network [in 1018m3] involved

in the particular session. The scale offset caused by the omission of the mean pole derived from

R1 sessions reaches 2 mm over 8.5 years, and about 4 mm over 8.5 years if derived from R4

sessions. The difference between these two results is caused by the diverse network geometry.

The denser network of stations (R1) and large volume networks (red/yellow dots) absorb the

impact on the scale from a mismodelled effect better. In Figure 4.9 the corresponding change

in the scale of the TRF is shown, where the new cubic model was applied instead of the former

linear one. The sessions with a large volume confirm again that the mismodeling is not critical

for them as they can absorb the effect during the adjustment. Especially for the R4 networks a

scale change of 0.6 mm for the time span investigated is visible.

Further investigation of the pole tide is given in chapter 7.3 which is focused on the related Love

and Shida numbers.
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4.5 Ocean pole tide loading

2004 2006 2009
−10

−5

0

5

10

[year]

sc
al

e 
di

ffe
re

nc
e 

[m
m

]

linear trend, mean pole = [0 0]
R1 IVS sessions

 

 

0

50

100

150

200

250

300

350

400network volume
   linear trend

[Mm3]

2003 2006 2009
−10

−8

−6

−4

−2

0

2

4

6

8

10

[year]

sc
al

e 
di

ffe
re

nc
e 

[m
m

]

linear trend, mean pole = [0 0]
R4 IVS sessions

 

 

0

50

100

150

200

250

300

350

400network volume
linear trend

[Mm3]

Figure 4.8.: Change of the TRF scale caused by disregarding the linear mean pole path model.

On the left hand side results arising from R1 networks are plotted and on the right hand side

from the R4 networks. The R1 networks (denser and with a large volume) balance the impact

on the scale from the mismodelled effect better than R4, where the scale change corresponds to

0.47 mm/yr.
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Figure 4.9.: Change in the scale of the TRF where the new cubic model, rather than the linear

one, was applied. The scale change after 8.5 years exceeds 0.6 mm.

4.5. Ocean pole tide loading

The loading caused by the ocean pole tide is recommended to apply to a priori station coordinates

since the latest IERS Conventions 2010. As shown in Figure 4.1 the maximum displacement

which can be caused by this load reaches a maximum of 2 mm vertically. The ocean pole tide is

36
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Figure 4.10.: Upper plot: ocean pole tide loading in vertical direction at station Wettzell (red)

and Kokee Park (blue). In light colour shades the displacement computed with cubic mean

pole function is plotted, in dark colour shades the corrections resulting from the linear mean

pole approximation. Lower plot: instantaneous rotation pole components (C04 08 time series),

x-pole is shown in green and y-pole in dark violet.

generated by the centrifugal effect of polar motion on the oceans (Petit and Luzum, 2010) and a

recommended model for the description of the ocean pole tide is from Desai (2002). The vector

of the station displacement is obtained from the ocean pole tide model as a function of the

wobble parameters (m1,m2). These are time-dependent offsets of the instantaneous rotation

pole (xp, yp) from the mean rotation pole (x̄p, ȳp): m1 = xp − x̄p and m2 = yp − ȳp. In the

lower plot of Figure 4.10 the coordinates of the instantaneous rotation pole (xp in green, and

yp in dark violet) for the time period from 1980.0 to 2012.0 are plotted taken from the C04 08

time series. As noted in the previous section, the mean rotation pole can be modelled by two

functions: a linear one and a cubic one, and this path is shown in Figure 4.7. For this whole

time span of 32 years, displacement caused by the ocean pole tide is modelled for two stations:

Kokee Park and Wettzell. For each station both approximations of the mean pole tide are taken

into account. The ocean pole tide loading resulting from the linear mean pole is plotted in dark

colour shades and the station corrections computed with the cubic mean pole are shown in light
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4.6 Hydrology loading

colour shades in the upper plot of Figure 4.10. The displacement of station Wettzell is plotted in

red, and of station Kokee Park in blue. From the plot it can be seen that there is no significant

difference between the calculated ocean tidal loading corrections with linear or cubic mean pole

approximation during the investigated time span ca. till the year 2005. As the Figure 4.7 shows

the growing difference between the linear and cubic function starting after the year 2000, the

differences in the displacement become visible at the sub-millimetre level especially at the island

station Kokee Park in the last investigated years where the peak difference around the year 2010

reaches 0.1 mm.

4.6. Hydrology loading

The effect of hydrological variations influences the surface deformation of the Earth. The usual

vertical displacement at stations caused by the hydrology loading reaches a few millimetres, but

at some areas with strong hydrological variations (South America, Asia, Central Europe) it can

be up to 2 - 3 cm. The horizontal variations are smaller and do not exceed one centimetre. In the

software VieVS the hydrology loading corrections provided by the NASA GSFC VLBI group are

implemented (available at http://lacerta.gsfc.nasa.gov/hydlo/ (Eriksson & MacMillan)). These

displacement series are computed from the GLDAS NOAH hydrology model provided by the

NASA GSFC GLDAS team on a global grid map with a spatial resolution of 1 x 1 degree. The

model accounts for soil moisture, snow water equivalent, and canopy water, i.e. water contained

in the foliage canopy. The loading time series for each station (with respect to the centre of

mass of the total Earth) is given with a monthly time resolution always to the 15th day of the

month. In the VLBI analysis with VieVS the hydrology loading corrections to the time of the

scan are gained with Lagrange interpolation. In the Figure 4.11 hydrology loading corrections in

the vertical direction for stations Zelenchukskaya (blue line) and Kokee Park (light red line) are

plotted. At Zelenchukskaya, which is situated east of the Black Sea, the peak to peak vertical

variations reach up to 2 cm and the maximum positive corrections appear during the summer

months. The strong yearly variation of the hydrology at this site is expressed with a clearly

dominant signal with the amplitude of 4 mm gained by the Fourier transformation of the time

series (Figure 4.12, blue line). The station Kokee Park is located on the Hawaiian Islands where

the hydrological conditions are relatively stable during the whole year. In Figure 4.12 the yearly

signal in the vertical corrections detected by the Fourier transformation is shown with an ampli-

tude of 0.4 mm and is then ten times smaller than yearly signals at mid-latitude inland stations
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Figure 4.11.: Vertical hydrology loading corrections provided by the NASA GSFC VLBI group

for station Zelenchukskaya (blue) and Kokee Park (light red).
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Figure 4.12.: Fourier spectrum obtained for the vertical hydrology loading corrections at station

Zelenchukskaya (blue) and Kokee Park (light red).

like Zelenchukskaya.

The performance of the hydrology loading model provided by the NASA GSFC GLDAS team

was examined in terms of the standard deviations of the height time series and baseline length

repeatabilities. Two analyses of the VLBI data were carried out following the parameterisation

and models described in chapter 6. The only difference came when applying the a priori hy-

drology loading corrections to the station coordinates in the second solution. In the reference

solution the hydrology loading was neglected which is in accordance with the IERS Conventions

2010 where no model for hydrology loading corrections is recommended. In Figure 4.13 differ-

ences between the standard deviations of the height time series at particular stations (weighted

according to the formal errors of the height estimates) between the two solutions are plotted.

The stations were chosen according to the number of their participation in the VLBI sessions

where the minimum was set to 50. From this group of 39 stations, at 22 stations (i.e. at 56%

of the stations) a lower standard deviation of the height time series was achieved after applying

the hydrology loading as a priori correction on the station coordinates. The differences in the

standard deviations at all stations are under 0.5 mm with the only exception at the VLBA
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Figure 4.13.: Differences between the standard deviations of the height time series (with minus

without hydrology loading).

station at North Liberty in Iowa where the difference reached 0.58 mm.

Figure 4.14 shows the time series of the height residuals at station Wettzell. Shown in the upper

plot (in blue) are estimates from the solution when not applying the hydrological loading and

the estimates when hydrology loading is applied are shown in red. In the lower plot differences

Figure 4.14.: Session-wise station height residuals at Wettzell (upper plot) with applied hydrol-

ogy loading corrections (red) and without (blue). The lower plot shows the differences between

these two solutions (without minus with) and the smoothed values over 50 days which are

compared to the modelled values shown in pink.
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Figure 4.15.: Differences between the standard deviations of the baseline length (with minus

without hydrology loading).

between these two solutions are plotted (green line) and smoothed over 50 days (black line).

In the same plot the respective hydrology loading corrections are shown (pink line). It can be

seen that the difference between the two solutions does not exceed the original model. This is

caused by the fact that in the analysis of VLBI measurements, where the network consists of a

relatively small number of stations, the applied NNT/NNR conditions on the station network

absorb (i.e. distribute to other sites) a significant part of the unmodelled phenomenon.

In Figure 4.15 the comparison of the baseline length repeatabilities is given. Plotted are 62 base-

lines which were included in more than 200 sessions over the 27 years. The improvement in terms

of a lower standard deviation after applying hydrology loading occurs at 36 baselines (i.e. at 61%

of the baselines). The three baselines where the application of the hydrology loading increases the

standard deviation for more than 0.5 mm are TIGO at Concepcion - Hartebeesthoek (8431 km),

32 m at Tsukuba - Wettzell (8445 km) and TIGO at Concepcion - Gilmore Creek (10837 km).

The mean value of the differences in the baseline length repeatabilities is −0.006 mm. After

excluding the three baselines mentioned above as outliers the mean value changes to −0.010 mm.

The increase of the standard deviation for the baseline Tsukuba - Wettzell (8445 km) after ap-

plying the hydrology loading corrections, while the standard deviation of the height component

of these two stations decreased, can be observed also by other baselines built by the 32 m an-

tenna at Tsukuba. These are the baselines Tsukuba - Ny Alesund (6498 km) and Tsukuba -

Westford (9506 km). The possible explanation being the redistribution of the mis-modelled ef-

fect from the 32 m antenna at Tsukuba to other sites in the network by applying the NNT/NNR

condition in order to compute the station position. The length of a baseline is invariant to the

NNT/NNR conditions on station coordinates. Therefore the standard deviation of the baseline

length reflects the quality of the solution better than the standard deviation of the station height

estimates.
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5. Solid Earth tides

Research of solid Earth tides goes back to 1876 when Lord Kelvin drew attention to the defor-

mations of the Earth and stated that it was no longer acceptable to consider the Earth as being

completely rigid (Melchior, 1978). Deformation of the Earth due to solid Earth tides is caused by

tidal forces arising from the gravitation attraction of celestial bodies surrounding the Earth. The

Moon

Figure 5.1.: Field of resulting tidal forces

tidal force at a point on the sur-

face of, or within the Earth is

the difference between the grav-

itation force of an attracting ce-

lestial body and forces coming up

from the Earth’s orbital acceler-

ation which is constant in the

whole Earth. The resulting tidal

forces and the Earth deformation

are shown in a sketch in Fig-

ure 5.1. At the point directly underneath the attracting body and at its antipode the tidal

force is directed away from the geocentre. This causes two opposite tidal bulges which deform

the Earth.

5.1. Tidal potential

Since force is defined as a gradient of potential, the expression for the deformation caused by tidal

forces is based on the description of tidal potential. Let’s start with the gravitation potential V g.

It is defined as a product of the gravitational constant G with the mass Mj of the perturbing

body divided by the distance ρ from the perturbing body to the considered point. The distance

ρ can be interpreted as the topocentric distance to the perturbing body and can be expressed
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5. Solid Earth tides
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Figure 5.2.: Geometry of the two-body problem needed for the expression of a tidal force pro-

duced by the Moon at an Earth-based point O.

using the trigonometric cosine rule by the geocentric distance to the attracting body Rj , the

Earth’s radius Re and a geocentric zenith distance α of the attracting body (see Figure 5.2):

V g =
GMj

ρ
=

GMj√
R2

j +R2
e − 2ReRj cosα

=
GMj

Rj

1√
1 + R2

e

R2
j
− 2Re

Rj
cosα

. (5.1)

The square-root term in equation (5.1) is in practice expressed as a sum of Legendre polynomials

with the argument cosα:

V g =
GMj

Rj

∞∑
n=0

(
Re

Rj

)n

Pn

(
cosα

)
. (5.2)

Legendre polynomial of degree zero equals to one, thus its gradient (i.e. the force) is zero and it

can be removed from the summation. Legendre polynomial of degree one equals to its argument,

i.e. cosα and the whole term for the degree one potential reads:

V g
1 =

GMj

Rj

(
Re cosα

Rj

)
. (5.3)

Since the gradient of Re cosα describes a constant force along the connection line of the geocentre

and centre of the perturbing body it equals to the Earth’s orbital acceleration. As noted above,

this force has to actually be subtracted to get the tidal force. From this follows that tidal

potential V t is the gravitation potential starting with degree two (e.g. in Wahr (1995)):

V t =
GMj

Rj

∞∑
n=2

(
Re

Rj

)n

Pn

(
cosα

)
. (5.4)

In Table 5.1 the comparison of magnitudes of the second degree tidal potential produced by

the Moon, the Sun, Venus, and Jupiter is shown. The magnitude is proportional to the mass

of the perturbing body divided by the power of three of the geocentric distance to the body.

In the first column the distances between the Earth and the celestial bodies are given. Due to
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5.1 Tidal potential

Table 5.1.: Geocentric distance Rj and the mass Mj of the Moon, the Sun, Jupiter, and Venus

as input parameters for a comparison of second degree tidal potential.

Rj Mj
GMj

R3
j

[km] [kg] w.r.t. the Moon [-]

Moon 0.38 · 106 7.35 · 1022 1

Sun 149.6 · 106 1.99 · 1030 0.44

Jupiter 800 · 106 1.90 · 1027 3 · 10−6

Venus 200 · 106 4.87 · 1024 5 · 10−7

the ever-changing constellations between the Earth and Jupiter, and the Earth and Venus, the

distances given in the table are approximate averages. In the second column the mass of the

celestial bodies can be seen and in the third column the second degree potential generated by

the bodies relative to the Moon’s value is given. The largest second degree tidal potential on the

Earth comes from the Moon and about half of its strength is generated by the Sun. The values

for Jupiter and Venus are considerably smaller and can be ignored, which is also recommended

by the IERS Conventions 2010 (Petit and Luzum, 2010).

Since the tidal potential is computed as a sum of Legendre polynomials one has to decide

on to which degree it is necessary to do the summation. It is obvious that the influence of the

polynomials decreases with the increasing degree hence the geocentric distance to the perturbing

body is a denominator in the fraction
(
Re
Rj

)n
. In Table 5.2 the values of this fraction for the

degree two, three, and four for the Moon and the Sun are given. From the computed values

and according to the IERS Conventions 2010 (Petit and Luzum, 2010) only the tidal potential

of the second and third degree generated by the Moon and of second degree generated by

the Sun is taken into consideration when the displacement on the Earth caused by the tidal

forces is calculated to achieve the one millimetre accuracy. Earth deformation caused by these

components of tidal potential is plotted in Figure 5.3.

Table 5.2.: Ratio between the Earth’s radius and the geocentric distance to the Moon and the

Sun in the second, third, and fourth degree of the tidal potential.

n = 2 n = 3 n = 4

Moon
(
Re
Rj

)n 1
3600

1
2·105

1
1·107

Sun
(
Re
Rj

)n 1
6·108

1
1·1013

1
3·1017
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Figure 5.3.: Vertical displacement due to degree two (upper plots) and three (lower plots) tides

caused by the Moon (left-hand side) and the Sun (right-hand side) on April 14th, 2012 at 12 UT.

The thick black lines highlight the equator and the zero meridian. Units of all colour bars are

centimetres.
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5.2 Harmonic expansion of the tidal potential

To find the Earth’s response to the tidal potential the following Love and Shida numbers were

used: h2 = 0.6078, l2 = 0.0847, h3 = 0.292, l3 = 0.015 as the nominal values adopted in IERS

Conventions 2010. The constellation of the Earth-Moon-Sun system is taken for April 14th, 2012

at 12 UT. In the plots the displacement for the whole Earth is shown caused by the tidal potential

of second degree (upper plots) and of the third degree (lower plots) produced by the Moon (left-

hand side) and the Sun (right-hand side). The units in the colour bars are centimetres for all

plots. The largest displacement is caused by the Moon’s second degree potential. The limits

of the deformation go up to ± 25 cm. In red the uplift of the Earth’s crust is plotted showing

the two oppositely directed bulges. The second order displacement caused by the Sun reaches

± 10 cm. The bulge at the northern hemisphere near the zero meridian generated by the Sun

nicely agrees with the Sun’s expected position during the spring months at 12 UT together with

the accounted Earth rotation. From the colour bar of the third degree Moon’s tidal potential

it can be seen that it leads to Earth deformation which is 100 times smaller (± 0.25 cm) than

that caused by the second degree. The displacement caused by the third degree potential of the

Sun is totally negligible, as can be seen from the limits not exceeding ± 2.5 · 10−3 mm.

5.2. Harmonic expansion of the tidal potential

For a further analytical description it is desirable to express the geocentric zenith distance of the

perturbing body α in equation (5.4) with coordinates of the celestial body and of the station O

on the Earth’s surface (see Figure 5.2). This can be done by using a basic formula of spherical law

of cosines which includes geocentric coordinates of the station O (co-latitude Θ and longitude Λ)

and the equatorial coordinates of the perturbing body (declination De expressed as a geocentric

polar distance Ψ = 90◦ −De and right ascension RA) (e.g. in Melchior (1978)):

cosα = cosΘ cosΨ + sinΘ sinΨ cosH. (5.5)

The local hour angle H is a difference between the meridian of the celestial object and the

meridian of the station O which can be expressed with the hour angle of the conventional

Greenwich zero meridian GH as GH − Λ.

Applying the addition theorem of spherical functions (Hobson, 1931) on Pn

(
cosα

)
one gets:

Pn

(
cosα

)
= Pn0

(
cosΘ

)
Pn0

(
cosΨ

)
+2

n∑
m=1

(n−m)!

(n+m)!
Pnm

(
cosΘ

)
Pnm

(
cosΨ

)
cos
(
m(GH−Λ)

)
.

(5.6)
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5. Solid Earth tides

Definition of the second degree associated Legendre functions for the order m equal to zero, one

and two is (with cosα = x):

P20

(
x) =

1

2

(
3x2 − 1

)
,

P21

(
x) = −3x

√
1− x2,

P22

(
x) = 3

(
1− x2

)
.

(5.7)

The second degree Legendre polynomial for P2

(
cosα

)
can then be written as:

P2

(
cosα

)
=P20

(
cosΘ

)
P20

(
cosΨ

)
+ 2

2∑
m=1

(2−m)!

(2 +m)!
P2m

(
cosΘ

)
P2m

(
cosΨ

)
cos(m(GH − Λ)) =

=
1

2

(
3 cos2Θ− 1

)1
2

(
3 cos2Ψ− 1

)
+ 2

(
1!

3!

(
− 3(cosΘ)

√
1− cos2Θ

)(
− 3(cosΨ)

√
1− cos2Ψ

)
cos(GH − Λ)

+
0!

4!
3
(
1− cos2Θ

)
3
(
1− cos2Ψ

)
cos
(
2(GH − Λ)

))
=

=
9

4

(
cos2Θ− 1

3

)(
cos2Ψ− 1

3

)
+ 2

(
1

6

(
− 3 cosΘ sinΘ

)(
− 3 cosΨ sinΨ

)
cos(GH − Λ)

+
9

24
sin2Θsin2Ψcos

(
2(GH − Λ)

))
=

(5.8)

=
3

4

(
3
(
cos2Θ− 1

3

)(
cos2Ψ− 1

3

)
+ sin 2Θ sin 2Ψ cos(GH − Λ)

+ sin2Θsin2Ψcos
(
2(GH − Λ)

))
.

(5.9)

As follows from equation (5.4) the tidal potential of second degree is obtained by a multiplication

of equation (5.9) by
GMj

Rj

(
Re
Rj

)2

for the jth celestial perturbing body. Having the tidal poten-

tial in the form of equation (5.9) one can distinguish between the so-called terms of Laplace.

The three terms (separated by lines) represent the three types of spherical harmonic functions.

Laplace called attention to their meaning and geometric characterization (described e.g. in Mel-

chior (1978), or in Beutler (2005)). In Figure 5.4 the three kinds of spherical harmonics are

plotted. On the left plot the so-called zonal function is shown. This function does not depend

on longitude. The latitude dependence is defined by the Legendre polynomials P20

(
cosΘ

)
and
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5.3 Tidal waves

Figure 5.4.: Graphical illustration of second degree spherical harmonics of order zero (zonal, left

plot), one (tesseral, middle plot), and two (sectorial, right plot).

P20

(
cosΨ

)
as can be seen on the first line of equation (5.9). In the interval from −1 to 1 the

Legendre polynomial of second degree has two different roots therefore there are three latitude

zones on the unit sphere with a sign change at the borders and positive values at the poles.

Since it is a squared cosine function of the polar distance (90◦ −De) of the perturbing body, its

fundamental period for the Moon will be fourteen days and six months for the Sun. The middle

line in equation (5.9) describes so-called tesseral functions (middle plot in Figure 5.4). These are

in this case Legendre associated functions of degree two and order one. They divide the sphere

into regions which change sign with the declination of the perturbing body. The corresponding

tidal period is diurnal. The right plot in Figure 5.4 shows the Legendre associated function of

degree and order two which corresponds to the last line in equation (5.9). As can be seen there

is a multiplication of squared sine functions of co-latitude and polar distance which always yields

a positive value. The term cos
(
2(GH − Λ)

)
makes this function dependent on longitude with

a sign change at four equally spaced meridians and it’s name is sectorial function. The period

of corresponding tides is semi-diurnal, and their maximum amplitudes are at the equator when

the declination of the perturbing body is zero.

5.3. Tidal waves

As noted above the tidal terms in the tidal potential are divided into three main frequency bands

according to the length of their periods, i.e. long periodical, diurnal, and semidiurnal. Within

each group there are tides with different amplitudes and strength. To get a description of tidal

potential as a pure sum of sinusoidal waves one uses the notation published by Doodson. Each

tidal wave is described by its amplitude and a phase angle, called astronomical tide argument θf .
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5. Solid Earth tides

perihelion

perigee

Moon’s ascending node

Figure 5.5.: Graphic to Doodson variables (Table 5.3).

This argument is a linear combination of six variables β (mean sidereal time and five fundamental

angular arguments of the nutation series (mean longitudes)) which are over a century practically

linear increasing functions of the time (described e.g. in Melchior (1978)):

θf =

6∑
i=1

niβi, (5.10)

where n there are six integers separated by a dot in the middle with a certain sequence which

defines one tide and is called Doodson argument number:

n1(n2 + 5)(n3 + 5).(n4 + 5)(n5 + 5)(n6 + 5). (5.11)

The Doodson variables β are related to the fundamental arguments of nutation so-called

Delaunay variables (see e.g. IERS Conventions 1992). Their description is given in Table 5.3.

Table 5.3.: Doodson variables and their relation to the fundamental arguments of nutation, i.e.

to the Delaunay variables.

Doodson Delaunay

variables variables

τ θMG + π − s mean lunar time

(θMG mean sidereal time of Greenwich meridian)

s F +Ω mean longitude of the Moon

h s−D mean longitude of the Sun

p s− l longitude of the Moon’s mean perigee

N ′ −Ω negative longitude of the Moon’s mean ascending node

p1 s−D − l′ longitude of the Sun’s mean perigee (perihelion)
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5.3 Tidal waves

Mean solar time t can be expressed from the relationship τ + s = t+ h as:

t = τ + s− h. (5.12)

For each tide is n1 equal to m, i.e. to the order of the Legendre function. Therefore the

description of all diurnal tidal waves starts with 1 and of semidiurnal with 2. The first three

variables have the greatest velocity. The first two digits of the argument number are called

the group number and characterise the tidal waves separable from each other by one month’s

observations. The first three digits are called the constituent number where the tidal waves inside

this group are separable after one year of data. The last three indices represent effects with only

slow variations (change in latitude of lunar perigee, ascending lunar node, and perihelion).

Table 5.4.: Tidal waves selected for this work. The amplitudes are taken from Cartwright and

Tayler (1971).

Name Doodson Tide argument Frequency Cartwright-Tayler

number θf [cpsd] amplitude [mm]

Q1 135.655 (τ − s)− (s− p) 0.890804 -50.21

O1 145.555 τ − s 0.926996 -262.25

M1 155.655 (τ + s)− (s− p) 0.963806 20.62

π1 162.556 (t− h)− (h− p1) 0.991807 -7.16

P1 163.555 t− h 0.994537 -122.35

K1 165.555 (τ + s) 0.999998 369.14

K ′
1 165.565 (τ + s) +N ′ 1.000145 49.97

ψ1 166.554 (t+ h) + (h− p1) 1.002728 2.94

ϕ1 167.555 t+ 3h 1.005459 5.26

θ1 173.655 t+ s+ p 1.031347 3.94

J1 175.455 (τ + s) + (s− p) 1.036191 20.62

Oo1 185.555 τ + 3s 1.073000 11.29

Ω1 55.565 N ′ 0.000147 27.9

Ssa 57.555 3h 0.005461 -30.9

Mm 65.455 s− p 0.036193 -35.2

Mf 75.555 2s 0.073002 -66.7

M ′
f 75.565 2s+N ′ 0.073149 -27.6
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5. Solid Earth tides

5.4. Deformation of the crust

The displacement of the Earth is proportional to the tidal potential by factors which reflect

the amount by which the surface of the Earth responds to the tidal forces. If the Earth was

an incompressible rigid body there would be no deformations of its surface. But in 1863 Lord

Kelvin (Thomson, 1863) pointed out the Earth’s rigidity is approximately that of steel. The

proportionality numbers which link the tidal potential to the surface displacement are so-called

Love and Shida numbers. The Love number h was introduced by A. E. Love in Love (1909)

and it describes the displacement in a vertical direction. The deformation in the horizontal

plane is linked by the Shida number l which holds its name from T. Shida and was published in

1912 (Melchior, 1978). For a basic Earth model where the Earth is considered to be spherical,

non-rotating, elastic and isotropic the Love and Shida numbers are dependent on the degree

of the tidal potential. The displacement vector ∆d induced by the tidal potential in the local

coordinate system (radial (r̂), east(ê), north (n̂) (REN)) is then written as:

∆d =
1

g

∞∑
n=2

hn · V t
n r̂

+
1

g cosΦ

∞∑
n=2

ln · ∂V
t
n

∂Λ
ê

+
1

g

∞∑
n=2

ln · ∂V
t
n

∂Φ
n̂,

(5.13)

where Φ and Λ are geocentric coordinates of the station and g is gravitational acceleration. The

deformation of the Earth’s surface caused by the degree two and three tidal potential was shown

in Figure 5.3.

In the conventional model (Petit and Luzum, 2010; Wahr, 1981) for solid Earth tides the Earth

is elliptic, rotating, elastic and isotropic. The Earth’s ellipticity and Coriolis force due to Earth

rotation cause the latitude dependence and small interband variations. Furthermore, due to a

resonance of nearly diurnal free wobble in the diurnal band it leads to a strong frequency depen-

dence of the respective Love and Shida numbers. The displacement vector is then based on a

sum of tidal potential with spherical harmonic degrees n and ordersm, where the effective values

of Love and Shida numbers additionally depend on station latitude and tidal frequency f (Wahr,
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1981):

∆d =
1

g

3∑
n=2

n∑
m=0

∑
f

hnmf · V t
nmf r̂

+
1

g cosΦ

3∑
n=2

n∑
m=0

∑
f

lnmf ·
∂V t

nmf

∂Λ
ê

+
1

g

3∑
n=2

n∑
m=0

∑
f

lnmf ·
∂V t

nmf

∂Φ
n̂.

(5.14)

When accounting for the anelasticity of the Earth, Love and Shida numbers become complex

numbers where the imaginary part causes a phase lag of the displacement w.r.t. the tidal

potential. The displacement vector due to a certain tidal wave results from equations given

in Mathews et al. (1995). More details follow and are discussed in chapter 7.
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6. TRF and CRF

6.1. Introduction

A reliable estimation of geophysical and geodynamic parameters requires consistent and accurate

reference frames. Therefore, in this chapter, I concentrate on the determination of a Terrestrial

(TRF) and a Celestial (CRF) Reference Frame. The TRF and CRF are computed simultane-

ously within a rigorous least squares adjustment which assures their compatibility. The analysis

of the VLBI data is done by the software VieVS using 4.6 million observations from 1984.0 to

2011.0 included in 3360 24-hour IVS sessions which fulfil two criteria: 1) more than two stations

were observing, and 2) the a posteriori sigma of unit weight obtained from a single-session ad-

justment does not exceed the value of 2. The a priori models and parameterisation of the default

TRF and CRF designed as VieTRF10a and VieCRF10a are summarized in Table 6.1 and the

reference frames have been published by Krásná et al. (2012b). In this paper a special focus on

atmospheric effects is given, which could cause some systematic errors in the estimated station

and source positions. The findings of the paper, containing some additional investigations that

could not be included there because of the page limit, can be found in the appendix (A.2) of

this thesis.

For each session a normal equation (NEQ) system is set up using a classical least squares method.

It includes the station coordinates and velocities, source coordinates, Earth orientation param-

eters, zenith wet delays, tropospheric gradients, and clock parameters. The local parameters

(connected only to a single session) are session-wise reduced from the normal equations. These

parameters are the EOP, zenith wet delays, tropospheric gradients and clock parameters. The

number of parameters included in the NEQ which enters the global adjustment then decreases

significantly and makes the matrix easy to handle in terms of the computer memory capacity.

In the global solution the NEQ system contains only the station coordinates, station velocities

and source coordinates. The time series of EOP, zenith wet delays and tropospheric gradients
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6.2 Terrestrial Reference Frame

of each station are obtained by a backward solution using a substitution of estimates of the

global parameters. A detailed description of the parameter reduction and retrieving them by

the backward solution was described in chapter 3.2.

6.2. Terrestrial Reference Frame

During the 27 years of VLBI observations (1984.0 - 2011.0), which are included in this analysis,

94 stations took part in the measurements (see Table 6.2). In the second and third column of

the table, the first and last year of the provided data is given and in the fourth column the time

period in years is computed. The fifth column gives a total number of sessions in which each

respective station was observing. Due to disruptions, such as an earthquake or antenna repairs,

there is displacement of the antenna and a change in its a priori coordinates. In such cases the

estimation of the antenna coordinates proceeds for the time before the event and after it. The
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Figure 6.1.: Involvement of VLBI antennas in single sessions (1984.0 - 2011.0) included in the

global adjustment.
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6. TRF and CRF

Table 6.1.: Overview of a priori models and parameterisation options used to analyze VLBI data

for estimation of the VieTRF10a and VieCRF10a.

some a priori modelling options

TRF VTRF2008 (Böckmann et al., 2010)

CRF ICRF2 (Fey et al., 2009)

EOP C04 08 + effect of ocean tides and libration on ERP accord-

ing to IERS2010 (Petit and Luzum, 2010)

precession/nutation model IAU 2006/2000A (Capitaine et al., 2003; Mathews et al.,

2002)

solid Earth tides IERS2010

pole tides cubic model, IERS2010

ocean tidal loading FES2004 (Lyard et al., 2004)

atmosphere loading APL series and S1/S2 tides (Petrov and Boy, 2004)

a priori tropospheric gradients DAO (MacMillan and Ma, 1997)

mapping functions VMF1 (Böhm et al., 2006b)

some parameterisation options

clock parameters 60 min piece-wise linear (pwl) offsets (relative constraints:

42 ps) + rate + quadratic term

zenith wet delays 30 min pwl offsets (relative constraints: 35 ps)

tropospheric gradients 6 h pwl offsets (relative constraints: 0.5 mm + absolute

constraints: 1 mm)

EOP 24 h offsets for polar motion, UT1 and precession/nutation)

number of sessions in the respective intervals with the station involved is given in column six.

Particular attention has to be paid to the strong heterogeneity in the quality and quantity of

data gained at the stations. VLBI antennas such as the mobile ones, the ones used primarily by

astronomers, or the very new ones, only take part very sporadically in the experiments which are

included in this analysis. From the columns of Table 6.2 it is obvious that the observation time

spans range from several months to 27 years. As the strategy is to prefer quality rather than

quantity, the stations with a poor observation history were excluded from computation of the

new TRF. The applied key for choosing stations for the new TRF was to take a minimum num-

ber of ten observations and to use the entire time span of the data greater than one year. These

two conditions assure a stable estimation of station velocities. The exclusion of the stations from
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6.2 Terrestrial Reference Frame

the normal equation systems is done by a second reduction, which includes their coordinates.

The affected VLBI antennas are: Aira (Japan), 10-m at Chichijima (Japan), CTVA 3.6-m at

Shirley’s Bay (Canada), DSS65A 34-m HEF at Madrid (Spain), mobile Fortords (California,

USA), GORF7102 (Greenbelt, Maryland, USA), 12-m at Hobart (Tasmania), 11-m Keystone at

Kashima (Japan), mobile Kodiak (Alaska, USA), 11-m Keystone at Koganei (Japan), Marcus

(Japan), Maryland Point (Maryland, USA), 13.7-m astronomy antenna at Metsahovi (Finland),

mobile Metsahovi (Finland), 11-m Keystone at Miura (Japan), NAO 10-m antenna at Mizusawa

(Japan), mobile Monument Peak (California, USA), 6-m at Nobeyama (Japan), 140-ft NRAO

Green Bank (West Virginia, USA), 85-1 NRAO Green Bank (West Virginia, USA), mobile

Quincy (California, USA), mobile Platteville (Colorado, USA), mobile Point Reyes (Califor-

nia, USA), mobile San Francisco (California, USA), mobile Sand Point (Alaska, USA), SEST

(Chile), mobile Sourdough (Alaska, USA), 11-m Keystone at Tateyama (Japan), 70-m DSS43 at

Tidbinbilla (Australia), mobile Tromso (Norway), mobile Trysil (Norway), 20-m NAOJ VERA

at Ishigakijima (Japan), VLA-N8 (Socorro, New Mexico, USA), mobile Whitehorse (Canada),

mobile Yakataga (Alaska, USA), and 40-m at Yebes (Spain). The remark for these stations is

in the seventh column of Table 6.2 as session-wise adjusted.

Table 6.2.: All VLBI antennas in the analysed sessions. .

VLBI antenna data span no. of sessions adjustment datum of

start end ∆t [yr] all interv. ref. frame

WESTFORD 1984.0 2011.0 27.0 1615 global yes

RICHMOND 1984.0 1992.6 8.6 611 global yes

HRAS 085 1984.0 1990.8 6.8 393 global no

MOJAVE12 1984.0 1992.7 8.7 423 415/8 global no

WETTZELL 1984.0 2011.0 27.0 2348 global yes

ONSALA60 1984.1 2011.0 26.9 434 global yes

OVRO 130 1984.3 1988.9 4.6 16 global no

HAYSTACK 1984.3 1992.5 8.2 23 global no

GILCREEK 1984.5 2006.0 21.5 1556 1262/294 global no

KAUAI 1984.5 1994.1 9.5 328 global no

KWAJAL26 1984.5 1988.6 4.1 15 global no

VNDNBERG 1984.5 1991.6 7.1 40 global no

KASHIMA 1984.6 1999.8 15.3 173 global yes

ALGOPARK 1984.7 2006.6 21.9 643 global yes

HATCREEK 1985.4 1989.9 4.5 31 global no

HARTRAO 1986.0 2011.0 24.9 664 global yes

Continued on next page. . .
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Table 6.2 – Continued

VLBI antenna data span no. of sessions adjustment datum of

start end ∆t [yr] all interv. ref. frame

PLATTVIL 1986.2 1989.3 3.1 7 session-wise no

MEDICINA 1987.3 2010.8 23.4 213 26/187 global no

SESHAN25 1988.3 2011.0 22.7 186 global yes

DSS45 1988.5 2005.9 17.4 71 global yes

YAKATAGA 1988.6 1989.6 1.0 3 session-wise no

SOURDOGH 1988.6 1989.6 1.0 6 session-wise no

DSS65 1988.7 2001.5 12.8 27 17/10 global no

PIETOWN 1988.7 2007.5 18.8 91 global no

DSS15 1988.9 2007.9 19.1 35 2/33 global no

MON PEAK 1989.1 1989.1 0.0 2 session-wise no

QUINCY 1989.3 1989.3 0.0 1 session-wise no

NOTO 1989.4 2007.9 18.5 39 global no

NRAO85 3 1989.4 1996.6 7.2 431 global yes

MARPOINT 1989.4 1989.6 0.2 5 session-wise no

METSHOVI 1989.5 1989.5 0.0 2 session-wise no

WHTHORSE 1989.6 1989.6 0.0 3 session-wise no

HOBART26 1989.7 2010.9 21.2 500 global yes

PRESIDIO 1989.8 1991.5 1.7 6 session-wise no

FORTORDS 1989.8 1991.6 1.7 9 session-wise no

PT REYES 1989.8 1991.5 1.7 6 session-wise no

NOBEY 6M 1990.1 1991.5 1.5 4 session-wise no

KASHIM34 1990.2 2010.7 20.5 64 global yes

SEST 1990.3 1990.4 0.1 2 session-wise no

MARCUS 1990.5 1990.5 0.0 1 session-wise no

KODIAK 1990.5 1990.5 0.0 3 session-wise no

SNDPOINT 1990.5 1990.5 0.0 3 session-wise no

NRAO 140 1990.7 1994.8 4.1 3 session-wise no

MATERA 1990.8 2011.0 20.2 580 global yes

LA-VLBA 1991.4 2007.5 16.1 107 global yes

YLOW7296 1991.5 2006.6 15.1 72 global no

TRYSILNO 1991.9 1993.2 1.4 12 session-wise no

SANTIA12 1991.9 1996.9 5.0 92 global no

GORF7102 1991.9 1992.5 0.6 2 session-wise no

Continued on next page. . .
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6.2 Terrestrial Reference Frame

Table 6.2 – Continued

VLBI antenna data span no. of sessions adjustment datum of

start end ∆t [yr] all interv. ref. frame

FD-VLBA 1992.5 2007.5 15.0 92 global yes

TROMSONO 1992.7 1992.7 0.0 1 session-wise no

OHIGGINS 1993.1 2009.9 16.8 65 global no

FORTLEZA 1993.3 2009.8 16.5 1001 global yes

NL-VLBA 1993.3 2007.5 14.2 64 global yes

GGAO7108 1993.3 2006.4 13.1 23 20/3 global no

KOKEE 1993.5 2011.0 17.5 1444 global yes

SC-VLBA 1993.5 2007.5 14.0 60 global yes

HN-VLBA 1993.5 2007.5 14.0 58 global no

MIZNAO10 1993.5 1994.2 0.6 5 session-wise no

BR-VLBA 1993.6 2007.5 13.9 65 global yes

KP-VLBA 1993.9 2007.5 13.6 48 global no

OV-VLBA 1994.0 2007.5 13.4 59 global no

MK-VLBA 1994.0 2007.5 13.4 60 global yes

URUMQI 1994.2 2007.8 13.6 38 global no

CRIMEA 1994.5 2010.7 16.2 30 global no

NYALES20 1994.8 2011.0 16.2 873 global yes

NRAO20 1995.1 2000.5 5.4 298 global no

MIAMI20 1995.4 1996.4 1.0 18 global no

YEBES 1997.0 2003.5 6.5 15 global no

TIGOWTZL 1998.2 2001.0 2.8 9 global no

TSUKUB32 1998.8 2011.0 12.2 371 3/368 global no

SYOWA 1999.9 2009.9 10.0 24 global no

TIGOCONC 2002.4 2011.0 8.6 761 693/68 global no

CTVASBAY 2002.6 2002.7 0.1 2 session-wise no

CTVASTJ 2002.9 2005.8 2.9 28 global no

SVETLOE 2003.2 2011.0 7.8 305 global no

PARKES 2004.4 2010.1 5.7 9 global no

METSAHOV 2005.5 2010.4 4.9 4 session-wise no

ZELENCHK 2006.1 2011.0 4.9 203 64/139 global no

BADARY 2007.4 2011.0 3.6 115 global no

YEBES40M 2010.3 2010.7 0.4 10 session-wise no

HOBART12 2010.8 2010.9 0.1 5 session-wise no

58



6. TRF and CRF

−180˚ −120˚ −60˚ 0˚ 60˚ 120˚ 180˚
−90˚

−45˚

0˚

45˚

90˚

Figure 6.2.: 57 VLBI antennas included in the newly determined TRF VieTRF10a. In red the

datum stations are plotted (larger circles), and in light blue the remaining stations are shown.

Figure 6.1 shows the activity of the final 57 stations included in the new TRF (VieTRF10a).

Even between these stations large differences concerning their involvement in the observing ses-

sions can be seen. Stations like Wettzell, Westford, 60-ft Onsala or Hartebeesthoek RAO have

participated in the observation program right from the beginning and their regular participation

in the VLBI sessions during the 27 years gives a homogeneous data coverage of the included

time span. The newer stations which only started their observations a few years ago can be

seen at the bottom of Figure 6.1. Obviously the number of sessions where they were included is

low. Therefore their coordinates and velocities for the new TRF are estimated from significantly

fewer measurements compared to the old stations.

For the datum definition 22 stations with a long observation history and a relatively consistent

world coverage were chosen. They are marked in the last column of the Table 6.2 and plot-

ted as larger red dots in Figure 6.2. These are Algonquin Park (Canada), Fortaleza (Brazil),

Hartebeesthoek RAO (South Africa), 34-m HEF at Tidbinbilla (Australia), 26-m at Hobart

(Tasmania), 34-m at Kashima (Japan), Matera (Italy), 85-3 NRAO Green Bank (West Vir-

ginia, USA), Ny Alesund (Norway), 26-m at Kashima (Japan), Kokee Park (Hawaii, USA),

60-ft Onsala (Sweden), Richmond (Florida, USA), Shanghai (China), VLBA at Los Alamos

(New Mexico, USA), VLBA at Fort Davis (Texas, USA), VLBA at North Liberty (Iowa, USA),

VLBA at Saint Croix (Virgin Islands, USA), VLBA at Brewster (Washington, USA), VLBA at
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6.2 Terrestrial Reference Frame

Mauna Kea (Hawaii, USA), Westford (Massachusetts, USA), and Wettzell (Germany).

In the least squares adjustment an additional constraint on the station velocities is applied.

At stations where the discontinuity in the position is caused by an antenna repair, the esti-

mated velocities before and after the position discontinuity are forced to be equal. The affected

stations are the 32-m at Tsukuba (foundation repair, 1999/05/01), Medicina (repair of az-

imuth rail, 1996/07/01), GGAO7108 ORION MV3 at Greenbelt (not specified relocation in the

vertical, 2003/01/01), DSS65 34-m HEF at Madrid (repair of azimuth rail, 1997/04/15), and

Zelenchukskaya (rail replacement, 2007/07/01). Additionally, this condition was also applied

at two stations (DSS15 34-m HEF at Goldstone, and 12-m Mojave at Goldstone) where the

displacement occurred because of the Landers earthquake (1992/06/27). The reason being that

there was only a small number of sessions containing these stations in the individual intervals,

which doesn’t make it possible to form an independent estimation of velocity for both intervals.

Furthermore, a condition for equal velocity was applied to stations located in the same area.

Stations, which are new or observe only sporadically for purposes of geodetic VLBI, but are

built in the vicinity of an old stable station, profit from this requirement. In this adjustment
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Figure 6.3.: Vertical position differences at epoch 2000.0 between VieTRF10a and VTRF2008.

The only differences for stations with a mean coordinate error lower than 0.5 cm are plotted.

Red arrows denote the datum stations and blue ones the remaining stations. The bars represent

the formal errors.
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6. TRF and CRF

the pairs of affected stations are 34-m and 26-m at Kashima, TIGO at Wettzell and Wettzell,

Richmond and Miami at Florida.

6.2.1. Comparison of VieTRF10a with VTRF2008

The globally estimated differences between VieTRF10a and VTRF2008 are shown in Table A.1.1

(see Appendix A.1). These are the corrections of coordinates and velocities and their formal

errors for the 57 stations (described in Table 6.2) to the a priori terrestrial reference frame

VTRF2008. In Figures 6.3 and 6.4 the coordinate corrections w.r.t. VTRF2008 for vertical

and horizontal components, respectively, are plotted. The velocities of the stations estimated

in these two frames can be seen in Figure 6.5. I provide a comparison of VieTRF10a with

VTRF2008 in terms of a 14-parameter Helmert transformation (Table 6.3), where the positions

and velocities are weighted according to the formal errors derived in the new TRF solution. Three

groups of stations were set up. The datum stations, stations with estimated mean coordinate

error mxyz lower than 5 mm, and all stations. A good agreement between the frames can be

seen for all three sets of the stations realizing that most of the transformation parameters are

below their standard deviations. The mean coordinate error mxyz was computed according to
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Figure 6.4.: Horizontal position differences at epoch 2000.0 between VieTRF10a and VTRF2008.

Only differences for stations with the mean coordinate error lower than 0.5 cm are plotted. Red

arrows denote the datum stations and blue ones the remaining stations. The ellipses display the

95% confidence ellipses.
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Figure 6.5.: Station horizontal velocities of VTRF2008 (white arrows in the background) and

VieTRF10a (black arrows).

Table 6.3.: Helmert parameters (weighted) for the transformation between VTRF2008 and

VieTRF10a (VieTRF10a minus VTRF2008) computed for three sets of stations.

Helmert stations

parameters used for datum with mxyz < 0.5 cm all

(22 stations) (50 stations) (57 stations)

Tx [mm] 0.5 ± 0.4 0.4 ± 0.5 0.3 ± 0.4

Ty [mm] −0.1 ± 0.4 −0.2 ± 0.5 −0.1 ± 0.5

Tz [mm] 0.7 ± 0.4 0.4 ± 0.5 0.2 ± 0.4

Rx [µas] 4.9 ± 17 18 ± 18 13 ± 18

Ry [µas] 26.1 ± 17 −5 ± 17 −8 ± 17

Rz [µas] 4.7 ± 14 32 ± 15 36 ± 14

Scale [ppb] 0.05 ± 0.06 0.05 ± 0.07 0.09 ± 0.07

δTx [mm/yr] −0.1 ± 0.1 0.0 ± 0.2 −0.0 ± 0.2

δTy [mm/yr] −0.1 ± 0.2 −0.1 ± 0.2 −0.1 ± 0.2

δTz [mm/yr] −0.1 ± 0.2 −0.1 ± 0.2 −0.1 ± 0.2

δRx [µas/yr] 3 ± 6 −0 ± 7 −0 ± 7

δRy [µas/yr] −0 ± 6 0 ± 7 1 ± 7

δRz [µas/yr] 2 ± 5 1 ± 6 −0 ± 5

δScale [ppb/yr] −0.01 ± 0.02 0.00 ± 0.03 0.00 ± 0.03
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6. TRF and CRF

equation (6.1) and is given in the eighth column of Table A.1.1 in appendix A.1.

mxyz =

√
(m2

x +m2
y +m2

z)

3
, (6.1)

where m2
x,m

2
y, and m

2
z are variances of the respective coordinates.

The mean velocity error was computed in a similar way and can be found in column fifteen of

the afore-mentioned table.

6.3. Celestial Reference Frame

The celestial reference frame VieCRF10a has been estimated in a common global adjustment

together with the terrestrial reference frame VieTRF10a. It includes the coordinates of 822

sources. The purely astrometric VCS (Very Long Baseline Array Calibrator Survey, (Beasley

et al., 2002)) sessions which would considerably increase the total number of observed sources

0˚ 60˚ 120˚ 180˚ −120˚ −60˚ 0˚
−90˚

−45˚

0˚

45˚

90˚

Figure 6.6.: Distribution of sources in the VieCRF10a catalogue. Red circles (larger) denote the

datum sources. Remaining sources are plotted in light blue.
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Figure 6.7.: Overview of observed sources in each session.

(for more than 2000 sources) were not included in the processing. In Figure 6.6 the distribution

of all estimated sources is shown and sources used for datum definition are plotted as larger

red dots. The datum definition was realized with a no-net-rotation condition on 276 so-called

defining sources of the source catalogue ICRF2 (Fey et al., 2009) which were available in my

data set. In Figures 6.7 and 6.8 (left plot) the number of observing sessions per source can be

seen. More than one quarter (27%) of all sources was observed in only two sessions at most.

In the analysis 43 sources were fixed to their a priori catalogue coordinates because the total
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Figure 6.8.: Left-hand side: Distribution of the number of observing sessions per source. Right-

hand side: Distribution of the number of observations per sources. Sources with less than three

observations were fixed to their a priori coordinates in the analysis.
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Figure 6.9.: Session-wise estimated position of a special handling source 2234+282.

number of group delay observations for each of these sources during the whole time span was less

than three which is insufficient to derive a reliable position. This number corresponds to 4% of

all available sources. In Figure 6.8 sources are divided according to the number of observations

(right plot) and to the number of sessions in which they were observed (left plot). The highest

number of observations per source was nearly 258 000. In the group that includes sources with

higher than 100 000 observations is placed 1% of all available sources.

The observed radio sources are, in general, for the purposes of geodetic VLBI considered to be

distant compact objects without any changes in their structure or position. However, 39 radio

sources have already been detected as sources with systematic position variations (Fey et al.,

2009). These are so-called special handling sources and during the determination of a celestial

reference frame they have to be excluded from the globally estimated parameters. During the

VieCRF10a computation their positions were estimated session-wise to avoid a distortion of the

globally estimated frame using the session-wise reduction of their positions from the normal

equation system and receiving their position time series with the backward solution. As an

example the estimated time series of the source 2234+282 is plotted in Figure 6.9.

The formal errors of the estimated source positions in the catalogue VieCRF10a are dis-

cussed in Figures 6.10 - 6.12. Figure 6.10 shows the formal errors of declination (upper plot)

and right ascension (lower plot) of sources used for datum definition. The decreasing accuracy

of coordinate estimates towards the South Pole is clearly visible which is caused by the sparse

network of stations in this region which would be capable of observing sources at these declina-

tions. Coordinates of most of the datum sources (232 for declination and 218 for right ascension)

were estimated within a formal error lower than 0.1 mas as can be seen in histograms of the
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Figure 6.10.: Distribution of formal errors of datum sources in declination (upper plot) and right

ascension (lower plot).

formal errors of declination and right ascension estimates of the datum sources in Figure 6.11.

According to the six groups of sources in the right plot in Figure 6.8, the formal errors for all

six groups were visualized separately (see Figure 6.12) where the groups differ in the number

of measurements carried out on the sources. It is obvious that in the first group where the

number of time delay measurements per source lies in an interval from three to fifty, it comes to

outliers reaching up to 30 mas in the formal errors of the position estimates. It can be clearly

seen that with the increasing number of measurements to the sources the formal errors of their

estimated coordinates are decreasing considerably. In the sixth group which includes the most

observed sources, i.e. where the number of observations is larger than 100 000, the formal errors

of declination do not exceed 0.02 mas. For all groups of sources the increasing formal errors of
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Figure 6.11: Histogram of distribution of

formal errors of datum sources in declina-

tion (left plot) and right ascension (right

plot). The formal errors of most of the

sources (more than 200) do not exceed

0.1 mas.
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Figure 6.12.: Formal errors of declination (blue ”+”) and right ascension (light red ”x”). Sources

are divided into six groups according to the right plot in Figure 6.8. Note the different scales

on the y-axis of each plot.

right ascension in higher latitudes can be seen. This is caused by the convergence of meridians

which makes the resolution in the right ascension near the poles inaccurate.

6.3.1. Comparison of VieCRF10a with ICRF2 and other CRF catalogues

The newly estimated positions of the radio sources in VieCRF10a are compared to the catalogue

ICRF2 which was taken as a priori information about the source positions in the analysis. The

comparison is done by three rotation parameters (A1, A2, A3) weighted according to the formal

errors of coordinates. The rotation parameters are computed for three sets of sources: 1) sources

Table 6.4.: Rotation parameters (weighted) for the transformation between ICRF2 and

VieCRF10a (VieCRF10a minus ICRF2) for three sets of sources.

Rotation sources

parameters used for datum with mRADe < 100 µas all

(276 sources) (443 sources) (822 sources)

A1 [µas] −1 ± 4 6 ± 4 4 ± 12

A2 [µas] 4 ± 4 11 ± 5 31 ± 12

A3 [µas] −18 ± 5 −21 ± 5 −20 ± 12
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Figure 6.13.: Estimates of source positions in VieCRF10a w.r.t. ICRF2. Only corrections for

sources with a formal error lower than 200 µas in both coordinates are plotted.

used for datum definition, 2) sources with mean coordinate errors lower than 0.1 mas, and 3)

all sources. The results of least squares estimation of the three rotation angles are presented

in Table 6.4. A good alignment is found for all three sets of sources. The estimated rotation

parameters exceed only a few microarcseconds with the formal errors of the first two data sets

about 5 µas. The slightly higher values of the formal errors (12 µas) computed for the last group

are probably caused by fewer observations to several sources and by the sources’ instability as

noted above. In Figure 6.13 the differences in source positions between VieCRF10a and ICRF2

are shown, where only sources with formal errors in both coordinate estimates which do not

exceed 200 µas are plotted.

For an external validation of VieCRF10a a comparison with several other CRF solutions was

done. These catalogues were submitted as contributions for investigations during the work on the

ICRF2 catalogue. The contributing IVS analysis centres were: Geoscience Australia (GA), Bun-

desamt für Kartographie und Geodäsie (BKG), NASA Goddard Space Flight Center (GSFC),

Institute of Applied Astronomy of the Russian Academy of Sciences in St. Petersburg (IAA),

Main Astronomical Observatory of the National Academy of Sciences of Ukraine (MAO), Paris

Observatory (OPAR), and U.S. Naval Observatory (USNO). The description of the catalogues

such as the number of included sessions and sources, time spans of data, analysis software and
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6. TRF and CRF

Table 6.5.: Description of contributed catalogues for investigations on ICRF2 and of VieCRF10a

catalogue. Adapted from Fey et al. (2009).

catalogue No. of No. of time range analysis software analysis

sessions sources centre

aus009a 3774 537 1979.7 - 2008.7 OCCAM 6.2 GA

bkg001a 3823 3039 1984.0 - 2009.2 CALC 10, SOLVE 07.10.31 BKG

gsf007b 4540 3414 1979.7 - 2009.2 CALC 10, SOLVE 08.12.05 GSFC

iaa008c ... 3009 1980.0 - 2009.2 QUASAR IAA

mao008a 4541 3555 1979.7 - 2009.3 SteelBreeze MAO

opa008b 4528 3244 1979.7 - 2009.2 CALC 10, SOLVE 08.12.05 OPAR

usn010b 4465 3414 1979.7 - 2009.2 CALC 10, SOLVE 07.11.08 USNO

VieCRF10a 3360 822 1984.0 - 2011.0 VieVS IGG

abbreviations of the analysis centres are given in Table 6.5. In the last line of Table 6.5 the

description of VieCRF10a is given. As noted above, VieCRF10a does not include sources from

VCS sessions which were carried out to densify the source’s network. This explains the lower

number of sources contained in VieCRF10a catalogue. In aus009a solution only radio sources

with the number of observations higher than 100 were included in the catalogue. It was later

decided that the ICRF2 catalogue will be based only on a single solution provided by the GSFC

to keep certain information, such as the full covariance matrix, and the links to EOP and the

TRF solutions (Fey et al., 2009).

For a comparison of, and evaluation of systematic effects between VieCRF10a and the other

catalogues a transformation model is applied. The model assumes three rotations (A1, A2, A3)

of one catalogue relative to another and a bias in declination (dz). The differences in declination

(∆δ) and right ascension (∆α) can be written as:

∆δ = −A1 sinα+A2 cosα+ dz, (6.2)

∆α = A1 tan δ cosα+A2 tan δ sinα−A3. (6.3)

To calculate the parameters of the model, coordinates of ICRF1 (Ma and Feissel, 1997) defining

sources were used (without sources which were in Fey et al. (2009) designed as the special
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6.3 Celestial Reference Frame

Table 6.6.: 3 rotation parameters and one bias in declination for the transformation between

VieCRF10a and other CRF catalogues, submitted by analysis centres during investigations on

ICRF2 catalogue.

catalogues A1 [µas] A2 [µas] A3 [µas] dz [µas]

VieCRF10a - aus009a 49.6 ± 10.2 11.8 ± 9.3 -22.5 ± 14.8 22.5 ± 14.8

VieCRF10a - bkg001a -36.4 ± 25.4 -12.1 ± 23.4 16.2 ± 39.5 -13.2 ± 39.1

VieCRF10a - gsf007b 21.9 ± 21.9 -3.7 ± 20.1 3.7 ± 34.0 -3.7 ± 33.6

VieCRF10a - iaa008c 35.5 ± 21.3 -6.6 ± 19.6 18.5 ± 33.2 9.8 ± 32.8

VieCRF10a - mao008a 56.0 ± 21.1 -15.1 ± 19.4 1.9 ± 32.8 31.5 ± 32.4

VieCRF10a - opa008b 17.4 ± 22.9 0.9 ± 21.1 0.4 ± 35.6 -16.7 ± 35.2

VieCRF10a - usn010b 23.4 ± 23.0 19.5 ± 21.1 8.3 ± 35.7 -13.6 ± 35.3

handling ones). In the least squares adjustment obtained rotation angles and the declination

bias (see Table 6.6) show that all catalogues lay very close to each other. Most of the parameters

stay within their formal errors. The formal errors of rotation angles around the x and y axis are

at the level of 20 µas. Rotation around the z axis and the declination bias is estimated with a

formal error of around 35 µas between VieCRF10a and nearly all catalogues. The only exception

is the comparison with solution aus009a whose formal errors are about one half lower than by

the remaining catalogues. The reason for this being the choice of only well observed sources.

Considering the fact that the CRF solutions were estimated with five independent analysis

software packages using non-identical a priori models and different data sets, the agreement

between them and the VieCRF10a catalogue is very good. This proves the comparable quality

of VieCRF10a to the other present CRF solutions.
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6. TRF and CRF

6.4. Annual and semi-annual harmonic signal in TRF

In this work the VLBI measurements are used to estimate certain geophysical parameters (Love

and Shida numbers, see especially section 7.2) which are connected to station displacement. To

get an impression of how good the estimates of such parameters can be, it is important to know

the remaining unmodelled signal which is absorbed by the estimates of station coordinates during

the global adjustment. As reported e.g. by Collilieux et al. (2007) and Tesmer et al. (2009)

there are still deficiencies in the modelling of station movements over long periods. Therefore I

implemented the option to determine amplitudes of harmonic station movements at the annual

and semi-annual period in the global solution, as it is already a standard case for some other

VLBI analysis software packages, e.g. CALC/SOLVE.

The sine (As) and cosine (Ac) amplitudes are derived from the topocentric station displacement

∆dREN with zero a priori values:

∆dREN = AcREN · cos
(
mjd−mjd0

2π · P

)
+AsREN · sin

(
mjd−mjd0

2π · P

)
, (6.4)

where P is the period of station movement in solar days (i.e., 365.25 and 182.625 solar days

for annual and semi-annual term, respectively), reference time epoch mjd0 is set to 2000.0, and

mjd stands for the time of the observation. The components of the amplitude AREN in the

local system are obtained as:

AREN =
√
Ac2REN +As2REN , (6.5)

with the corresponding phase again for all three components:

ϕREN = arctan

(
AsREN

AcREN

)
. (6.6)

In the following two solutions sine and cosine amplitudes of the harmonic station displacement

are estimated as additional parameters to the default solution where station coordinates and

velocities were computed. The estimation is done for all stations which were included in more

than 50 sessions with the exception of station O’Higgins. This station is situated in Antarctica

and due to the climatic conditions it is only possible to gain measurements at the site during

Antarctic summer months. This temporal distribution of data does not allow investigation of a

yearly signal contained in the data. In the first solution S1 the sine and cosine amplitudes for

annual and semi-annual period are determined. In the second solution S2 only the changes at

the annual period are investigated in the global adjustment. The determined amplitudes and
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6.4 Annual and semi-annual harmonic signal in TRF

phases of the harmonic signals in the vertical direction are summarized in Table 6.7. In the

first four columns the vertical amplitude and phase from solution S1 is given, in the last two

columns results from solution S2 are shown. The formal errors reflect the amount and temporal

distribution of the measurements over the years at particular sites.

Table 6.7.: Amplitudes and phases of radial displacement at annual and semi-annual periods estimated

for stations observing in more than 50 sessions.

solution S1 solution S2

AR [cm] ϕR [deg] AR [cm] ϕR [deg] AR [cm] ϕR [deg]

station annual signal semi-annual signal annual signal

ALGOPARK 0.35 ± 0.05 -73.0 ± 8.2 0.11 ± 0.05 122.7 ± 24.9 0.35 ± 0.05 -68.4 ± 8.0

BADARY 0.34 ± 0.10 -113.6 ± 18.3 0.19 ± 0.10 70.8 ± 31.1 0.42 ± 0.10 -129.3 ± 14.2

BR-VLBA 0.81 ± 0.08 -86.3 ± 4.3 0.22 ± 0.06 97.7 ± 21.2 0.68 ± 0.07 -89.3 ± 4.9

DSS45 0.93 ± 0.13 91.5 ± 9.8 0.31 ± 0.16 -113.9 ± 25.7 0.94 ± 0.13 94.2 ± 9.3

FD-VLBA 0.24 ± 0.06 37.7 ± 14.2 0.23 ± 0.05 -64.4 ± 15.6 0.28 ± 0.05 29.0 ± 11.7

FORTLEZA 0.35 ± 0.06 -62.0 ± 10.9 0.15 ± 0.06 17.5 ± 21.0 0.40 ± 0.06 -45.6 ± 8.5

GILCREEK 0.26 ± 0.03 -92.4 ± 8.9 0.27 ± 0.04 131.7 ± 7.6 0.27 ± 0.03 -103.9 ± 8.0

HARTRAO 0.19 ± 0.08 -167.0 ± 21.6 0.23 ± 0.07 19.1 ± 17.0 0.19 ± 0.08 169.4 ± 20.4

HN-VLBA 0.29 ± 0.10 -133.1 ± 19.3 0.31 ± 0.10 28.8 ± 16.9 0.28 ± 0.08 -157.6 ± 18.7

HOBART26 0.43 ± 0.07 51.6 ± 9.8 0.14 ± 0.07 -54.9 ± 29.4 0.39 ± 0.07 52.5 ± 10.5

HRAS 085 0.51 ± 0.16 128.5 ± 18.8 0.19 ± 0.16 -65.4 ± 49.7 0.42 ± 0.16 133.8 ± 21.9

KASHIM34 0.29 ± 0.14 -46.9 ± 27.1 0.81 ± 0.14 115.6 ± 10.2 0.36 ± 0.12 -99.5 ± 21.9

KASHIMA 0.45 ± 0.13 -137.7 ± 16.0 1.02 ± 0.12 136.0 ± 7.0 0.53 ± 0.12 -152.0 ± 13.1

KAUAI 0.58 ± 0.11 141.6 ± 11.2 0.08 ± 0.11 62.0 ± 79.5 0.61 ± 0.11 149.4 ± 10.5

KOKEE 0.06 ± 0.04 95.1 ± 50.1 0.14 ± 0.05 175.0 ± 16.9 0.04 ± 0.05 -172.2 ± 52.8

LA-VLBA 0.40 ± 0.05 0.4 ± 8.3 0.26 ± 0.05 77.6 ± 12.6 0.36 ± 0.05 13.2 ± 8.2

MATERA 0.60 ± 0.05 -140.9 ± 4.7 0.23 ± 0.05 121.2 ± 11.9 0.56 ± 0.05 -148.6 ± 4.6

MEDICINA 0.45 ± 0.06 -126.8 ± 7.6 0.08 ± 0.06 72.5 ± 43.0 0.39 ± 0.05 -132.5 ± 8.0

MK-VLBA 0.43 ± 0.10 13.8 ± 16.3 0.11 ± 0.12 27.7 ± 55.1 0.40 ± 0.10 23.9 ± 14.8

MOJAVE12 0.13 ± 0.08 -161.7 ± 34.7 0.13 ± 0.08 -58.7 ± 34.6 0.16 ± 0.08 -143.0 ± 27.0

NL-VLBA 0.18 ± 0.07 22.4 ± 29.9 0.38 ± 0.09 -178.6 ± 10.7 0.25 ± 0.07 -19.2 ± 16.9

NRAO20 0.40 ± 0.05 -148.5 ± 7.6 0.15 ± 0.05 -172.7 ± 18.8 0.37 ± 0.05 -141.6 ± 7.8

NRAO85 3 0.38 ± 0.07 -122.7 ± 11.3 0.19 ± 0.07 -164.3 ± 21.2 0.38 ± 0.07 -113.5 ± 11.2

NYALES20 0.31 ± 0.03 -86.0 ± 7.4 0.43 ± 0.03 143.6 ± 4.5 0.30 ± 0.03 -97.7 ± 7.4

ONSALA60 0.57 ± 0.05 -173.6 ± 4.1 0.19 ± 0.04 101.6 ± 13.3 0.59 ± 0.05 177.5 ± 3.7

OV-VLBA 0.45 ± 0.06 -8.1 ± 11.6 0.27 ± 0.07 127.3 ± 17.0 0.44 ± 0.06 -1.4 ± 9.6

Continued on next page. . .

72



6. TRF and CRF

Table 6.7 – Continued

solution S1 solution S2

AR [cm] ϕR [deg] AR [cm] ϕR [deg] AR [cm] ϕR [deg]

station annual signal semi-annual signal annual signal

PIETOWN 0.50 ± 0.06 -64.0 ± 6.4 0.33 ± 0.06 -139.8 ± 10.0 0.71 ± 0.06 -63.5 ± 4.3

RICHMOND 0.23 ± 0.09 90.3 ± 22.6 0.36 ± 0.09 -126.4 ± 14.7 0.18 ± 0.09 75.7 ± 29.0

SANTIA12 0.33 ± 0.31 51.5 ± 53.9 0.51 ± 0.31 -26.6 ± 33.2 0.34 ± 0.28 53.0 ± 47.6

SC-VLBA 0.46 ± 0.11 -172.5 ± 20.3 0.30 ± 0.12 116.9 ± 30.5 0.34 ± 0.11 170.6 ± 21.1

SESHAN25 1.03 ± 0.08 7.8 ± 4.0 0.50 ± 0.08 119.9 ± 8.5 0.89 ± 0.08 10.1 ± 4.3

SVETLOE 0.52 ± 0.05 -81.6 ± 7.0 0.30 ± 0.06 157.2 ± 10.1 0.46 ± 0.05 -84.8 ± 7.8

TIGOCONC 0.34 ± 0.08 71.4 ± 14.9 0.37 ± 0.08 -43.7 ± 12.7 0.38 ± 0.08 51.6 ± 12.6

TSUKUB32 0.66 ± 0.05 42.4 ± 4.6 0.21 ± 0.05 161.5 ± 12.1 0.58 ± 0.05 51.3 ± 5.0

WESTFORD 0.26 ± 0.03 -83.6 ± 8.2 0.20 ± 0.04 179.3 ± 9.4 0.28 ± 0.03 -74.1 ± 7.4

WETTZELL 0.52 ± 0.04 -133.9 ± 4.4 0.16 ± 0.04 135.5 ± 13.4 0.48 ± 0.04 -141.7 ± 4.3

ZELENCHK 0.67 ± 0.08 -120.9 ± 7.1 0.15 ± 0.08 74.4 ± 31.5 0.65 ± 0.08 -126.6 ± 7.1
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Figure 6.14.: Vertical amplitude of harmonic annual signal at stations which observed in more

than 50 sessions. In blue the signal from solution S1 and in light red from solution S2 is plotted.

If the arrow points towards north, the maximum annual displacement appears in January and

it continues clockwise further.
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Figure 6.15.: Vertical amplitude of harmonic signals from solution S1 at stations which observed

in more than 50 sessions. The annual signal is shown in blue and the semi-annual signal in light

orange.

The vertical amplitudes of the annual signal, shown in the form of arrows, are plotted in Fig-

ure 6.14 in blue colour for solution S1 and in light red colour for solution S2. The phase indicates

the maximum annual displacement within a year. If the arrow points towards north, the max-

imum appears in January, and it continues clockwise further. E.g. for stations in Europe it

is seen that the annual signal of the displacement shows its maximum reading (crust goes up)

in the summer months (July, August) which can be explained by the minimal water content

in the ground and no snow load. (Related investigation on hydrology loading model is done in

chapter 4.6.) The phase difference between the annual signals determined in solutions S1 and

S2 is in the range of their formal errors. At most of the stations the amplitude of the height

displacement is below 1 cm. The deformation in the horizontal plane exceeds a few millimetres

(not shown here). Estimates from my solutions confirm the findings done by Tesmer et al. (2009)

who got very similar results for the annual harmonic amplitudes using the VLBI data from 1994

to 2007 and analyzing them with software OCCAM 6.1 (Titov et al., 2004).

The semi-annual (light orange) and annual (blue) signals in vertical direction estimated simul-

taneously in solution S1 are plotted in Figure 6.15. At most of the stations a phase difference

between these two signals is about 90 degrees. This means that the estimated semi-annual signal

has its minimum during the time when the maximum displacement caused by the annual term
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Figure 6.16.: Time series of the estimated height corrections at station Wettzell, smoothed

over 50 days (light green line). In blue the sum of two harmonic functions with the estimated

amplitudes at semi-annual and annual period is plotted.

appears.

In Figure 6.16 time series of the height component for the station Wettzell is shown together

with the sum of the semi-annual and annual remaining seasonal signal (in blue colour). In light

green the smoothed estimates over 50 days are shown. In general there is a good agreement

between the smoothed line of the session-wise estimated height corrections and the sum of the

two harmonic functions, especially in terms of the amplitude size. But it is obvious that the

modelling of the remaining signal as an approximation with harmonic functions at semi-annual

and annual period does not exactly reflect the reality.
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7. Love and Shida numbers

IERS Conventions 2010 (Petit and Luzum, 2010) recommend the representation of Love and

Shida numbers employed by Mathews et al. (1995). Love and Shida numbers are introduced

there as multiple h and l parameters, where the parameters h(0) and l(0) mentioned in the text

below have the role of h2m and l2m.

The displacement ∆df due to a tidal term of frequency f given in Petit and Luzum (2010)

follows Mathews et al. (1995).

Displacement caused by semi-diurnal tides reads:

∆df =

√
5

96π
Hf

{
hf (Φ)3 cos

2Φcos(θf + 2Λ) r̂

− 6 cosΦ
[
lf (Φ) + l(1) sin2Φ

]
sin (θf + 2Λ) ê

− 6 sinΦ cosΦ
[
lf (Φ) + l(1)

]
cos (θf + 2Λ) n̂

}
,

(7.1)

by diurnal tides:

∆df = −
√

5

24π
Hf

{
hf (Φ)3 sinΦ cosΦ sin(θf + Λ) r̂

+

[(
3lf (Φ)−

√
24π

5
l′
)
sinΦ− 3l(1) sinΦ cos 2Φ

]
cos(θf + Λ) ê

+

[
3lf (Φ) cos 2Φ− 3l(1) sin2Φ+

√
24π

5
l′
]
sin(θf + Λ) n̂

}
,

(7.2)

and by long-period tides:

∆df =

√
5

4π
Hf

{[
hf (Φ)

(3
2
sin2Φ− 1

2

)
+

√
4π

5
h′
]
cos θf r̂

+ cosΦ

[
3l(1) sin2Φ−

√
4π

5
l′
]
sin θf ê

+ 3l(Φ) sinΦ cosΦ cos θf n̂

}
.

(7.3)
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7. Love and Shida numbers

Where

Hf is Cartwright-Tayler amplitude (Cartwright and Tayler, 1971) of the tidal term

with frequency f ,

Φ,Λ are geocentric latitude and longitude of station,

θf is tide argument for tidal constituent with frequency f ,

r̂, ê, n̂ are unit vectors in radial, east and north direction respectively.

The latitude dependence of the Love number is considered mainly through the hf (Φ) which

is expressed as a sum of h
(0)
f and a Legendre polynomial of second degree for sinΦ multiplied

with the parameter h(2). The latitude dependence of the Shida number is expressed identically:

hf (Φ) = h
(0)
f + h(2)

(
3
2 sin

2Φ− 1
2

)
,

lf (Φ) = l
(0)
f + l(2)

(
3
2 sin

2Φ− 1
2

)
.

(7.4)

7.1. Love and Shida numbers for the diurnal tides

Love and Shida numbers in the diurnal band can be represented by a resonance formula as a

function of the tidal excitation frequencies with the Chandler wobble (σCW ), the nearly diurnal

free wobble (retrograde free core nutation in celestial frame) (σNDFW ) and the free inner core

nutation (σFICN ) frequency.

The resonance formula for the complex Love and Shida numbers in the diurnal band is taken

from Petit and Luzum (2010)

Lf = L0 +
LCW

σf − σCW
+

LNDFW

σf − σNDFW
+

LFICN

σf − σFICN
, (7.5)

where Lf is a generic symbol for the frequency-dependent Love (h) and Shida (l) numbers. The

numerical values for the resonance frequencies in equation (7.5) given in terrestrial reference

Table 7.1.: Parameters in the resonance formula (Petit and Luzum, 2010).

h
(0)
2 l

(0)
2

Re Im Re Im

L0 0.60671× 100 −0.2420× 10−2 0.84963× 10−1 −0.7395× 10−3

LCW −0.15777× 10−2 −0.7630× 10−4 −0.22107× 10−3 −0.9646× 10−5

LNDFW 0.18053× 10−3 −0.6292× 10−5 −0.54710× 10−5 −0.2990× 10−6

LFICN −0.18616× 10−5 0.1379× 10−6 −0.29904× 10−7 −0.7717× 10−8
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7.1 Love and Shida numbers for the diurnal tides

Table 7.2.: Parameters h
(0)
f and l

(0)
f computed from the resonance formula (7.5) for diurnal tidal

waves.

Name Doodson Frequency Cartwright-Tayler h
(0)
f l

(0)
f

number [cpsd] amplitude [mm]

Q1 135.655 0.890804 -50.21 0.6033− 0.0024i 0.0848− 0.0007i

O1 145.555 0.926996 -262.25 0.6026− 0.0024i 0.0848− 0.0007i

M1 155.655 0.963806 20.62 0.6004− 0.0023i 0.0849− 0.0007i

π1 162.556 0.991807 -7.16 0.5882− 0.0019i 0.0853− 0.0007i

P1 163.555 0.994537 -122.35 0.5823− 0.0017i 0.0855− 0.0007i

K1 165.555 0.999998 369.14 0.5261 + 0.0002i 0.0871− 0.0007i

K ′
1 165.565 1.000145 49.97 0.5209 + 0.0007i 0.0872− 0.0007i

ψ1 166.554 1.002728 2.94 1.0439 + 0.0089i 0.0715− 0.0023i

ϕ1 167.555 1.005459 5.26 0.6623− 0.0041i 0.0830− 0.0009i

θ1 173.655 1.031347 3.94 0.6113− 0.0027i 0.0846− 0.0008i

J1 175.455 1.036191 20.62 0.6105− 0.0027i 0.0846− 0.0008i

Oo1 185.555 1.073000 11.29 0.6078− 0.0026i 0.0847− 0.0008i

frame as cycles per sidereal day [cpsd] are listed in Petit and Luzum (2010) and taken from

Mathews et al. (2002):

σCW = −0.0026010− 0.0001361i,

σNDFW = 1.0023181 + 0.000025i,

σFICN = 0.999026 + 0.000780i.

(7.6)

They were estimated from a fit of nutation theory to nutation amplitude and precession rate

estimated from the VLBI data analysis. The parameter L0 and the resonance coefficients LCW ,

LNDFW , LFICN are listed in Table 7.1. The resulting parameters h
(0)
f and l

(0)
f from the resonance

formula (7.5) computed for twelve diurnal tidal waves are given in Table 7.2.

Concentrating now only on the frequency dependence of the Love and Shida numbers in the

diurnal band, the respective terms can be separated from the general equation (7.2) and the
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7. Love and Shida numbers

frequency-dependent corrections to the displacement vector can be written as:

δdf = −3

√
5

24π
Hf

{
δhf

1

2
sin 2Φ sin(θf + Λ) r̂

+ δlf sinΦ cos(θf + Λ) ê

+ δlf cos 2Φ sin(θf + Λ) n̂

}
.

(7.7)

δhf and δlf are the corrections to the constant nominal values of Love and Shida numbers h2

and l2, which equal according to Petit and Luzum (2010) to 0.6078 and 0.0847 respectively.

δhf = h
(0)
f − h2,

δlf = l
(0)
f − l2.

(7.8)

Generalization to the complex parameters is done by the following replacement:

L cos(θf + Λ) −→ LR cos(θf + Λ)− LI sin(θf + Λ),

L sin(θf + Λ) −→ LR sin(θf + Λ) + LI cos(θf + Λ),
(7.9)

leading to a complex form of equation (7.7):

δdf =− 3

2

√
5

24π
Hf

[
δhRf sin(θf + Λ) + δhIf cos(θf + Λ)

]
sin 2Φ r̂

− 3

√
5

24π
Hf

[
δlRf cos(θf + Λ)− δlIf sin(θf + Λ)

]
sinΦ ê

− 3

√
5

24π
Hf

[
δlRf sin(θf + Λ) + δlIf cos(θf + Λ)

]
cos 2Φ n̂

(7.10)

which can easily be used for creating the partial derivatives with respect to the frequency-

dependent Love and Shida numbers or the FCN period.

7.1.1. Estimates of Love and Shida numbers for the diurnal tides

Frequency-dependent Love and Shida numbers for twelve diurnal tides were estimated.

Aside from the three strongest diurnal waves (K1, O1, P1) four tides (Q1, M1, π1, K
′
1) with

a lower frequency than the resonance of the NDFW has, were included and five tides (ψ1, ϕ1,

θ1, J1, Oo1) with a higher frequency. The complex Love and Shida numbers were estimated

within a global adjustment of the VLBI data from the time span 1984.0 - 2011.0, following the

parameterisation and a priori modelling described in chapter 6. The results have already been

published in Krásná et al. (2012a). In the following tables the estimates of real parts (Table 7.3)
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7.1 Love and Shida numbers for the diurnal tides

Table 7.3.: Real part of the complex Love number for the diurnal tides computed by the software

VieVS from the VLBI data (1984.0 - 2011.0).

Name Doodson h
(0)R
f h

(0)R
f ∆δRip

f [mm]

number Haas and Schuh (1997) this work this work

Q1 135.655 0.559 ± 0.012 0.6147 ± 0.0043 0.22 ± 0.08

O1 145.555 0.612 ± 0.002 0.6026 ± 0.0009 0.00 ± 0.09

M1 155.655 0.422 ± 0.031 0.5888 ± 0.0101 0.09 ± 0.08

π1 162.556 0.484 ± 0.093 0.5083 ± 0.0289 −0.22 ± 0.08

P1 163.555 0.567 ± 0.005 0.5816 ± 0.0017 −0.03 ± 0.08

K1 165.555 0.512 ± 0.003 0.5267 ± 0.0007 −0.08 ± 0.10

K ′
1 165.565 0.429 ± 0.019 0.5294 ± 0.0043 −0.16 ± 0.08

ψ1 166.554 −0.277 ± 0.234 1.1224 ± 0.0701 −0.09 ± 0.08

ϕ1 167.555 0.764 ± 0.126 0.7707 ± 0.0392 −0.22 ± 0.08

θ1 173.655 0.705 ± 0.161 0.8093 ± 0.0515 −0.30 ± 0.08

J1 175.455 0.542 ± 0.031 0.5988 ± 0.0098 0.09 ± 0.08

Oo1 185.555 0.495 ± 0.054 0.6594 ± 0.0176 −0.23 ± 0.08
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Figure 7.1.: Real (upper plot) and imaginary (lower plot) parts of the Love numbers for twelve

diurnal tides. In red are the results from this work, in blue the estimates from Haas and Schuh

(1997).
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7. Love and Shida numbers

Table 7.4.: Imaginary part of the complex Love number for the diurnal tides computed by the

software VieVS from the VLBI data (1984.0 - 2011.0).

Name Doodson h
(0)I
f h

(0)I
f ∆δRop

f [mm]

number Haas and Schuh (1997) this work this work

Q1 135.655 0.046 ± 0.012 −0.0087 ± 0.0043 −0.12 ± 0.08

O1 145.555 −0.017 ± 0.002 −0.0013 ± 0.0008 0.11 ± 0.08

M1 155.655 0.086 ± 0.031 −0.0084 ± 0.0101 0.05 ± 0.08

π1 162.556 0.098 ± 0.093 −0.0321 ± 0.0290 −0.08 ± 0.08

P1 163.555 0.002 ± 0.005 0.0037 ± 0.0017 0.26 ± 0.08

K1 165.555 −0.003 ± 0.003 0.0041 ± 0.0007 −0.56 ± 0.10

K ′
1 165.565 −0.156 ± 0.019 0.0223 ± 0.0043 −0.42 ± 0.08

ψ1 166.554 0.150 ± 0.234 0.3291 ± 0.0704 −0.36 ± 0.08

ϕ1 167.555 −0.583 ± 0.126 0.0007 ± 0.0392 −0.01 ± 0.08

θ1 173.655 −0.321 ± 0.161 0.1562 ± 0.0515 −0.24 ± 0.08

J1 175.455 0.036 ± 0.031 −0.0194 ± 0.0098 0.13 ± 0.08

Oo1 185.555 −0.034 ± 0.054 −0.0182 ± 0.0176 0.07 ± 0.08

and imaginary parts (Table 7.4) of the Love numbers are listed. The real and imaginary parts of

Shida numbers are given in Tables 7.5 and 7.6, respectively. Summarized and displayed in the

third column of these four tables are results obtained by Haas and Schuh (1997), who analysed

the VLBI sessions from 1979 to 1996 with the CALC/SOLVE software package, also using a

common global least squares adjustment. In the fourth column are the estimates obtained in

this work. In the fifth column are the differences between the Love and Shida numbers obtained

from my estimates and those computed from the model. They are expressed as differences in

the amplitude of the radial and transverse displacement, which follows from the equation (7.10):(
δRip

f

δRop
f

)
= −3

2

√
5

24π
Hf

(
δhRf

δhIf

)
, (7.11)

(
δT ip

f

δT op
f

)
= −3

√
5

24π
Hf

(
δlRf

δlIf

)
. (7.12)

In Figures 7.1 and 7.2 the Love and Shida numbers from Haas and Schuh (1997) are plotted

in blue and results from this work in red. The solid black line represents the theoretical values

calculated from the equation (7.5). It can be seen that the newly estimated Love and Shida
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7.1 Love and Shida numbers for the diurnal tides

Table 7.5.: Real part of the complex Shida number for the diurnal tides computed by the software

VieVS from the VLBI data (1984.0 - 2011.0).

Name Doodson l
(0)R
f l

(0)R
f ∆δT ip

f [mm]

number Haas and Schuh (1997) this work this work

Q1 135.655 0.076 ± 0.003 0.0870 ± 0.0010 0.09 ± 0.04

O1 145.555 0.083 ± 0.001 0.0858 ± 0.0002 0.20 ± 0.04

M1 155.655 0.072 ± 0.008 0.0815 ± 0.0025 0.05 ± 0.04

π1 162.556 0.054 ± 0.023 0.0827 ± 0.0072 −0.01 ± 0.04

P1 163.555 0.083 ± 0.001 0.0864 ± 0.0004 0.08 ± 0.04

K1 165.555 0.090 ± 0.001 0.0881 ± 0.0003 −0.27 ± 0.08

K ′
1 165.565 0.060 ± 0.006 0.0912 ± 0.0011 −0.15 ± 0.04

ψ1 166.554 −0.460 ± 0.058 0.0832 ± 0.0175 −0.03 ± 0.04

ϕ1 167.555 0.081 ± 0.031 0.1052 ± 0.0098 −0.09 ± 0.04

θ1 173.655 0.047 ± 0.040 0.1352 ± 0.0129 −0.15 ± 0.04

J1 175.455 0.076 ± 0.008 0.0833 ± 0.0025 0.02 ± 0.04

Oo1 185.555 0.058 ± 0.013 0.0856 ± 0.0045 −0.01 ± 0.04

13.0 13.5 14.0 14.5 15.0 15.5 16.0 16.5
 0.0

 0.1

 0.2

R
ea

l p
ar

t

Shida number l
21

13.0 13.5 14.0 14.5 15.0 15.5 16.0 16.5
−0.3

−0.2

−0.1

 0.0

 0.1

Frequency [deg/h]

Im
ag

in
ar

y 
pa

rt

Figure 7.2.: Real and imaginary parts of the Shida numbers for twelve diurnal tides. In red the

results from this work are plotted, in blue the estimates from Haas and Schuh (1997).
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Table 7.6.: Imaginary part of the complex Shida number for the diurnal tides computed by the

software VieVS from the VLBI data (1984.0 - 2011.0).

Name Doodson l
(0)I
f l

(0)I
f ∆δT op

f [mm]

number Haas and Schuh (1997) this work this work

Q1 135.655 0.016 ± 0.003 −0.0027 ± 0.0010 −0.08 ± 0.04

O1 145.555 −0.001 ± 0.001 −0.0006 ± 0.0002 0.02 ± 0.04

M1 155.655 −0.033 ± 0.008 −0.0040 ± 0.0025 0.05 ± 0.04

π1 162.556 0.008 ± 0.023 −0.0028 ± 0.0072 −0.01 ± 0.04

P1 163.555 0.001 ± 0.001 −0.0009 ± 0.0004 −0.02 ± 0.04

K1 165.555 0.002 ± 0.001 −0.0008 ± 0.0003 0.02 ± 0.08

K ′
1 165.565 −0.036 ± 0.006 0.0027 ± 0.0011 −0.13 ± 0.04

ψ1 166.554 0.234 ± 0.059 0.0409 ± 0.0175 −0.10 ± 0.04

ϕ1 167.555 −0.106 ± 0.031 −0.0273 ± 0.0098 0.11 ± 0.04

θ1 173.655 −0.180 ± 0.040 0.0026 ± 0.0129 −0.01 ± 0.04

J1 175.455 0.003 ± 0.008 0.0043 ± 0.0025 −0.08 ± 0.04

Oo1 185.555 −0.014 ± 0.013 −0.0050 ± 0.0044 0.04 ± 0.04

numbers lay very close to their theoretical values. A slightly larger deviation from its theoretical

value is by the tide θ1 of about 0.20 in the real part and about 0.15 in the imaginary part of the

Love number. The estimated Shida number for this tide differs by about 0.05 in real part from

the theory, whereas the imaginary part fits very well to the model. The inaccuracy of this tide

may have been caused by the weak amplitude, which obstructs an accurate estimation. But on

the other hand it can be seen that the differences in δRip
θ1
, δRop

θ1
and δT ip

θ1
are still small values

in sub-millimetre range: −0.3 ± 0.1 mm, −0.2 ± 0.1 mm and −0.2 ± 0.0 mm, respectively. The

total difference to the theoretical displacement summed over the absolute values of all twelve

diurnal waves reaches 1.73 ± 0.29 mm in vertical direction and 1.15 ± 0.15 mm in horizontal

direction.

The correlation coefficients rp1p2 between all estimated frequency-dependent Love and Shida

numbers in the diurnal band were computed following the basic formula:

rp1p2 =
σp1p2√

σp1p1 · σp2p2
, (7.13)

where σp1p2 is the covariance between the parameter p1 and parameter p2, and σp1p1, σp2p2
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Figure 7.3.: Correlation coefficients between the estimated real and imaginary parts of the Love

and Shida numbers of the diurnal tides.

are the variances. In Figure 7.3 the correlation coefficients for all combinations of the real and

imaginary parts of the Love and Shida numbers are plotted. The correlations between the Love

and Shida numbers of the same tide are clearly visible. They range from 0.44 to 0.48. The only

exception is the correlation coefficient for the tide K1 which exceeds 0.56 between the real parts

of Love and Shida number, and 0.64 between their imaginary parts. The correlation between

the estimates of Love and Shida numbers can be explained by the common information, which

is included in the VLBI measurement. The primary observable (the time delay) is computed

among others from the location of the stations, i.e. from the baseline vector between the two

stations. Because in the baseline vector both components (radial and transverse) of the station

positions are included, the estimates of Love and Shida numbers of the same tide cannot be fully

independent.
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7. Love and Shida numbers

The maximum correlation between only the real parts of Love numbers is between tides K1 and

K ′
1 with the correlation coefficient of 0.14 (considering the absolute value), between the imag-

inary parts is a maximal correlation of 0.18 again found between these two tides. Accordingly

between the Shida numbers of the tides K1 and K ′
1 the correlation exceeds 0.09 and 0.11 for the

real and imaginary parts, respectively. All other correlations do not exceed 0.9 and 89% of all

correlation combinations lay below 0.03.

7.1.2. Two models for ocean tidal loading

The parameterisation of the VLBI analysis presented above followed the standard procedure

described in chapter 6 where the ocean tide model FES2004 (Letellier, 2004) for the a priori

correction of ocean tidal loading at station coordinates was applied. An investigation into the

influence of the chosen a priori ocean tide model on the estimated Love and Shida numbers (in

the diurnal band) is done. A second solution is computed similar to the default one, using the

AG06a (Andersen, 2006) ocean tide model for the correction of ocean tidal loading. In chap-

ter 4 it is shown that the modelled a priori correction of the station displacement in the height

component varies in the range of a few millimetres. The model FES2004 is a numerical hydrody-

namic model with assimilated altimetry data from TOPEX/Poseidon with a 0.125◦ resolution.

The model AG06a is based on the theoretical model FES94.1 (Le Provost et al., 1994) but ad-

justed to multi-mission altimetry measurements (TOPEX/Poseidon, Jason-1, ERS/ENVISAT,

GFO) (Andersen, 2006).

In Tables 7.7 and 7.8 the estimated complex Love and Shida numbers for the diurnal tides ob-

tained from the ”AG06a solution” are listed. In the second and fifth columns the estimates of

the real and imaginary part, respectively, are given. In the third and sixth column the difference

between the estimates from both solutions in the sense AG06a minus FES2004 is computed.

These values are recomputed to show the differences between the respective amplitudes of the

station displacement (columns four and seven), similar to the previous section.

The ocean tidal loading is modelled at four diurnal waves: K1, O1, P1, and Q1. Therefore a

change in the estimated Love and Shida numbers is primarily expected for these tides. That

is confirmed by the values in Tables 7.7 and 7.8 where the largest differences in ∆δRip
f can be

found by tide K1 and Q1, −0.26 ± 0.14 mm and −0.21 ± 0.11 mm, respectively. The values

for the tides O1 and P1 lay in the range of their formal errors. Similar behaviour can be seen

for the imaginary parts and horizontal displacement, where again most of the estimated values
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7.1 Love and Shida numbers for the diurnal tides

Table 7.7.: Diurnal Love numbers estimated with a priori ocean tidal model AG06a compared

to the Love numbers obtained by the default solution (a priori ocean tidal model FES2004).

Name h
(0)R
f ∆h

(0)R
f ∆δRip

f h
(0)I
f ∆h

(0)I
f ∆δRop

f

[mm] [mm]

AG06a ”AG06a − FES2004” AG06a ”AG06a − FES2004”

Q1 0.6038 ± 0.0040 −0.0109 −0.21 ± 0.11 −0.0117 ± 0.0040 −0.0029 −0.06 ± 0.11

O1 0.6038 ± 0.0008 0.0012 0.12 ± 0.12 −0.0035 ± 0.0008 −0.0022 −0.22 ± 0.11

M1 0.5789 ± 0.0095 −0.0099 0.08 ± 0.11 −0.0117 ± 0.0095 −0.0033 0.03 ± 0.11

π1 0.5218 ± 0.0273 0.0135 0.04 ± 0.11 −0.0396 ± 0.0273 −0.0075 −0.02 ± 0.11

P1 0.5839 ± 0.0016 0.0022 0.11 ± 0.11 0.0024 ± 0.0016 −0.0014 −0.07 ± 0.11

K1 0.5285 ± 0.0007 0.0019 −0.26 ± 0.14 0.0026 ± 0.0007 −0.0015 0.21 ± 0.14

K ′
1 0.5349 ± 0.0041 0.0055 −0.11 ± 0.11 0.0241 ± 0.0040 0.0018 −0.04 ± 0.11

ψ1 1.0741 ± 0.0660 −0.0483 0.05 ± 0.11 0.3384 ± 0.0663 0.0092 −0.01 ± 0.11

ϕ1 0.7650 ± 0.0369 −0.0057 0.01 ± 0.11 0.0165 ± 0.0369 0.0158 −0.03 ± 0.11

θ1 0.8154 ± 0.0484 0.0061 −0.01 ± 0.11 0.1427 ± 0.0485 −0.0135 0.02 ± 0.11

J1 0.6022 ± 0.0092 0.0033 −0.03 ± 0.11 −0.0161 ± 0.0092 0.0033 −0.03 ± 0.11

Oo1 0.6567 ± 0.0165 −0.0027 0.01 ± 0.11 −0.0071 ± 0.0165 0.0111 −0.05 ± 0.11
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Figure 7.4.: Real and imaginary part of the diurnal Love numbers estimated from the ”FES2004

solution” in red and from the ”AG06a solution” in light blue.
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Table 7.8.: Diurnal Shida numbers estimated with a priori ocean tidal model AG06a compared

to the Shida numbers obtained by the default solution (a priori ocean tidal model FES2004).

Name l
(0)R
f ∆l

(0)R
f ∆δT ip

f l
(0)I
f ∆l

(0)I
f ∆δT op

f

[mm] [mm]

AG06a ”AG06a − FES2004” AG06a ”AG06a − FES2004”

Q1 0.0866 ± 0.0010 −0.0004 −0.01 ± 0.03 −0.0030 ± 0.0010 −0.0003 −0.01 ± 0.03

O1 0.0861 ± 0.0002 0.0003 0.03 ± 0.03 −0.0009 ± 0.0002 −0.0003 −0.03 ± 0.03

M1 0.0807 ± 0.0023 −0.0008 0.01 ± 0.03 −0.0010 ± 0.0023 0.0030 −0.02 ± 0.03

π1 0.0820 ± 0.0068 −0.0007 −0.00 ± 0.03 −0.0068 ± 0.0068 −0.0039 −0.01 ± 0.03

P1 0.0863 ± 0.0004 −0.0001 −0.00 ± 0.03 −0.0002 ± 0.0004 0.0008 0.04 ± 0.03

K1 0.0881 ± 0.0003 0.0001 −0.01 ± 0.05 −0.0003 ± 0.0003 0.0005 −0.07 ± 0.06

K ′
1 0.0915 ± 0.0010 0.0004 −0.01 ± 0.03 0.0043 ± 0.0010 0.0016 −0.03 ± 0.03

ψ1 0.0778 ± 0.0165 −0.0054 0.01 ± 0.03 0.0575 ± 0.0165 0.0166 −0.02 ± 0.03

ϕ1 0.1014 ± 0.0092 −0.0038 0.01 ± 0.03 −0.0274 ± 0.0092 −0.0001 0.00 ± 0.03

θ1 0.1557 ± 0.0122 0.0205 −0.03 ± 0.03 0.0157 ± 0.0122 0.0132 −0.02 ± 0.03

J1 0.0828 ± 0.0023 −0.0005 0.00 ± 0.03 0.0045 ± 0.0023 0.0002 −0.00 ± 0.03

Oo1 0.0867 ± 0.0042 0.0011 −0.00 ± 0.03 −0.0046 ± 0.0042 0.0004 −0.00 ± 0.03
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Figure 7.5.: Real and imaginary part of the diurnal Shida numbers estimated from the ”FES2004

solution” in red and from the ”AG06a solution” in light blue.
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7.2 Love and Shida numbers for the long-period tides

are between their formal errors. From this investigation it is evident that the use of an a priori

tide model for ocean loading corrections to station coordinates causes a difference in the ∆δRip
f

for the strongest tides at the sub-millimeter level.

7.2. Love and Shida numbers for the long-period tides

The frequency dependence of Love and Shida numbers in the long-period tidal band arises

mainly from mantle anelasticity (Petit and Luzum, 2010). The anelasticity model adopted in

Petit and Luzum (2010) is the one from Widmer et al. (1991). The variation of h
(0)
20 and l

(0)
20

across the zonal tidal band is described by equations (7.14) and (7.15) (formula (7.4) in Petit

and Luzum (2010)). Love and Shida numbers from these equations are also tabulated in the

IERS Conventions 2010 and I used them as a priori values for their estimation in the global

adjustment.

h
(0)
20 = 0.5998− 9.96× 10−4

{
cot

απ

2

[
1−

(
fm
f

)α]
+ i

(
fm
f

)α}
, (7.14)

l
(0)
20 = 0.0831− 3.01× 10−4

{
cot

απ

2

[
1−

(
fm
f

)α]
+ i

(
fm
f

)α}
. (7.15)

f is the frequency of the zonal tidal constituent, fm is a reference frequency equivalent to a

period of 200 s, and the power law index α = 15. To ensure 1 mm accuracy by the computed

displacement of the crust five tidal waves has to be taken into account (Petit and Luzum, 2010).

In addition for purpose of this work, the annual tidal wave Sa was added to this group. The

tidal waves are described in Table 7.9. Deformation of the crust due to the zonal tidal terms

Table 7.9.: Frequency and amplitude of six zonal tides for which the Love and Shida numbers

were estimated.

Name Doodson Frequency Period Cartwright-Tayler

number [cpsd] [solar days] amplitude [mm]

Ω1 55.565 0.000147 6797.38 (= 18.6 yr) 27.9

Sa 56.554 0.002731 365.25 −4.9

Ssa 57.555 0.005461 182.62 −30.9

Mm 65.455 0.036193 27.55 −35.2

Mf 75.555 0.073002 13.66 −66.7

M ′
f 75.565 0.073149 13.63 −27.6
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7. Love and Shida numbers

(equation (7.16)) follows from equation (7.3). These expressions are taken for building the

partial derivatives of the time delay with respect to the long-period Love and Shida numbers in

the VLBI analysis.

δdf =

√
5

4π
Hf

(
3

2
sin2Φ− 1

2

)(
δhRf cos θf − δhIf sin θf

)
r̂

+
3

2

√
5

4π
Hf sin 2Φ

(
δlRf cos θf − δlIf sin θf

)
n̂.

(7.16)

Three solutions for estimation of the zonal Love and Shida numbers are performed. In all solu-

tions the estimates of complex Love and Shida numbers together with a constant nominal value

of Love and Shida numbers of degree two are obtained from the global adjustment of the VLBI

sessions (1984.0 - 2011.0).

• S1 - default parameterisation described in chapter 6, Love and Shida numbers for five main

zonal tidal waves are estimated,

• S2 - as S1 but hydrology loading corrections are applied a priori on the station coordinates,

• S3 - as S2 but Love and Shida numbers for six main zonal tidal waves are estimated (the

annual tidal wave Sa is added).

The a priori and estimated complex Love and Shida numbers are summarized in Tables 7.10 to

7.13. In the third column of each table there are theoretical real and imaginary parts of the

Love and Shida numbers computed from the equations (7.14) and (7.15). The fourth column of

the tables summarizing the real part of Love and Shida numbers shows the estimates obtained

by Petrov et al. (2004). In the next columns described as ”this work” Love and Shida numbers

obtained from the solutions S1, S2 and S3 are given. In the last column the differences in the a

priori and estimated Love and Shida numbers from solution S3 converted into the difference in

amplitude of the tidal term in millimetres are shown.

The conversion is given by equations (7.17) and (7.18) (Petit and Luzum, 2010) which follow

from equation (7.16):(
δRip

f

δRop
f

)
=

√
5

4π
Hf

(
δhRf

−δhIf

)
, (7.17)

(
δT ip

f

δT op
f

)
=

3

2

√
5

4π
Hf

(
δlRf

−δlIf

)
. (7.18)

The estimates of Love and Shida numbers from all three solutions can also be found in Figures 7.6
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Figure 7.6.: Real and imaginary part of the zonal Love numbers estimated from solution S1

(light blue), S2 (light green), and S3 (red).
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Figure 7.7.: Real and imaginary part of the zonal Shida numbers estimated from solution S1

(light blue), S2 (light green), and S3 (red).
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7. Love and Shida numbers

and 7.7. Estimates of the real part of Love numbers from solution S1 (light blue) for the tides

Ω1 and Ssa show a relatively large difference of about −0.073 and 0.078 with respect to their

theoretical values. The application of hydrology loading corrections on station coordinates (so-

lution S2 - light green) which contain mainly the annual and semi-annual signal (see chapter 4.6)

leads surprisingly to a decrease of the difference between the theoretical and estimated value

of the Love number for the Ω1 tide (-0.003). The expected improvement of the estimated Love

number of the semi-annual tide Ssa appeared only very slightly (the difference to the theoret-

ical value is now 0.065). In the third solution S3 (red colour) the additional estimation of the

Love number for the annual tide Sa causes another slight decrease of the difference between

estimated and theoretical Love number for the semi-annual term (0.055). The larger formal

error of the estimated Love number for the annual tide Sa is related to its weak amplitude. The

estimated Love number of the semi-annual tide Ssa which represents a 1.1 mm difference in the

vertical amplitude of the crust displacement with respect to the theoretical value can reflect

some deficiencies in the a priori station displacement modelling of the long-period signals. The

estimated Shida numbers are all below a difference in the horizontal amplitude of 0.4 mm. The

largest difference is obtained for the tide Ω1 which can be caused by the fact that the interval of

observations could still not be sufficiently long. The difference in the horizontal amplitude for

the semi-annual term Ssa is 0.3 mm.

7.3. Love and Shida number for the pole tide

Similar to the deformation of the solid Earth due to the tidal potential, there is deformation of

the crust caused by variations in centrifugal potential. This change of centrifugal potential arises

from variations in orientation of the rotation axis, i.e. from variations in the pole position. The

direct response of the crust is called the pole tide and it’s maximum in radial direction can reach

25 mm, with a maximum horizontal displacement of about 7 mm (Petit and Luzum, 2010).

The perturbation in the centrifugal potential △V caused by the changes in position of the

rotation axis can be written as (Wahr, 1985; Petit and Luzum, 2010):

△V (Θ,Λ) = −
Ω2r2⊕
2

sin 2Θ(m1 cosΛ +m2 sinΛ), (7.19)

where r⊕ is the geocentric distance to the station (6378000 m), Θ and Λ geocentric co-latitude

and longitude of the station. Ω is the mean angular velocity of the Earth rotation (7.292115e-

5 rad/s) and m1 with m2 (in arcseconds) describe the time-dependent offset of the instantaneous
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7.3 Love and Shida number for the pole tide

rotation pole from the mean rotation pole.

Basic formulation of the displacement vector ∆d due to a perturbing potential in a local REN

system (see also section 5.4) (Munk and MacDonald, 1960) reads:

∆dr = h2
∆V

g
, ∆de =

l2
g sinΘ

∂∆V

∂Λ
, ∆dn = − l2

g

∂∆V

∂Θ
. (7.20)

After a rearrangement of equation (7.20) the final expression for the pole tide at a particular

station (Θ, Λ) follows as:

∆dr = dR sin 2Θ(m1 cosΛ +m2 sinΛ),

∆de = −dT cosΘ(m1 sinΛ−m2 cosΛ),

∆dn = −dT cos 2Θ(m1 cosΛ +m2 sinΛ),

(7.21)

where dR and dT are given in [m/as]:

dR = h2
−Ω2r2⊕

2g
· π/180/3600,

dT = l2
−Ω2r2⊕

g
· π/180/3600.

(7.22)

The nominal values for the Love and Shida numbers are computed following the equation (7.14)

and (7.15) for the frequency appropriate to the pole tide, where I used the frequency of Chan-

dler wobble. For the respective period of 433 days, the f in equations (7.14), (7.15) equals to

0.002309 cpsd. The theoretical Love number is then 0.6206 and the Shida number 0.0894.

Several solutions are computed where the Love and Shida numbers for the polar motion are

estimated. As the IERS Conventions 2010 do not include the effect of anelasticity, only the

real parts of the parameters are determined as additional parameters to the TRF and CRF

in a standard global adjustment. The analysis of VLBI data is done according to the default

parameterisation with the following differences between the solutions:

• S1 - default parameterisation (cubic function for mean pole (IERS Conventions 2010)),

• S2 - amplitudes of annual and semi-annual station position variations are estimated as

additional parameters in the global solution and cubic function for mean pole is applied,

• S3 - as S2 but mean pole is modelled by a linear approximation,

• S4 - as S2 but mean pole is set to zero,

• S5 - as S1 but hydrology loading corrections are applied a priori on the station coordinates,

amplitudes of annual station position variations are estimated as additional parameters in

the global solution together with the complex Love and Shida numbers for the five main

zonal tidal waves.
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7. Love and Shida numbers

Table 7.14.: Pole tide Love and Shida number at the zonal frequency of Chandler period.

solutions h2 - pole tide l2 - pole tide

theoretical value 0.6206 0.0894

S1 0.4638 ± 0.0092 0.1038 ± 0.0023

S2 0.5354 ± 0.0118 0.0943 ± 0.0029

S3 0.5353 ± 0.0118 0.0946 ± 0.0029

S4 0.5353 ± 0.0118 0.0956 ± 0.0029

S5 0.5495 ± 0.0109 0.0953 ± 0.0028

(Petrov, 1998) 0.65 ± 0.20 0.11 ± 0.05

(Gipson and Ma, 1998) 0.636 ± 0.025 0.0868 ± 0.007

In Table 7.14 results of the estimated Love and Shida numbers from the five solutions are

summarized. There is a relatively significant difference between the Love number obtained from

solution S1 and S2. By determination of the remaining annual and semi-annual signals in the

station coordinates (especially height) within the global adjustment, parts of the unmodelled

displacement are absorbed which do not then propagate further into the estimates of the pole

tide Love number, even if the periods are not exactly the same. The Love numbers obtained

from solutions S2, S3 and S4 are identical. This shows that the modelling of the mean pole

(cubic, linear, or a total omission) does not have any influence on the Love and Shida numbers

estimates. In solution S5 the hydrology loading corrections were applied a priori on the station

coordinates and in the global adjustment the complex Love and Shida for the five zonal tidal

waves (Ω1, Ssa, Mm, Mf , M
′
f (see chapter 7.2)) together with the remaining annual signal in

the station coordinates were estimated. This approach gives the best agreement between the

Table 7.15.: Love and Shida numbers for the five zonal tidal waves estimated in solution S5.

Name h
(0)R
f h

(0)I
f l

(0)R
f l

(0)I
f

from (7.15) this work S1 this work S2 this work S3

Ω1 0.6295 ± 0.0200 −0.2693 ± 0.0155 0.1052 ± 0.0047 −0.0609 ± 0.0036

Ssa 0.5584 ± 0.0095 −0.0109 ± 0.0094 0.0971 ± 0.0023 0.0038 ± 0.0023

Mm 0.5896 ± 0.0080 0.0398 ± 0.0083 0.0819 ± 0.0019 0.0029 ± 0.0020

Mf 0.6063 ± 0.0043 0.0136 ± 0.0044 0.0867 ± 0.0010 0.0020 ± 0.0011

M ′
f 0.5865 ± 0.0105 −0.0076 ± 0.0107 0.0771 ± 0.0025 −0.0067 ± 0.0025
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Figure 7.8.: Real parts of the five zonal Love and Shida numbers (red colour) estimated together

with the Love and Shida number for the pole tide (light blue colour) in solution S5.

estimated and theoretical pole tide Love number from all five solutions which were carried out.

In the last two rows of Table 7.14 results obtained by Petrov (1998) and Gipson and Ma (1998)

are shown. Petrov (1998) used only early VLBI data from a time span of 4 years (from 1984

to 1987) for his computation. Even though his Love number estimate (0.65) lies close to the

theoretical value (0.62) its large formal error of 0.20 reflects the high uncertainty of the result.

Gipson and Ma (1998) included VLBI sessions from 1979 to 1996 and in their modelling they

considered the Earth’s anelasticity by determining the complex Love and Shida pole number.

As visible from the Table 7.14 their estimates agree with the theoretical values.

Figure 7.8 shows the estimated Love and Shida numbers from solution S5. The consistence

between the estimated Love number corresponding to the semi-annual tide Ssa (0.5584 ± 0.0095)

(which is from the estimated Love numbers for solid Earth tides in the zonal band closest to the

Chandler period) and the pole tide Love number (0.5495 ± 0.0109) is clearly visible. Rather

than doubting the theoretical values of the Love numbers I draw the conclusion that a priori

models of station displacement at zonal frequencies are still not sufficiently accurate, and in a

global solution the errors propagate into other parameters estimated at those periods.
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8. Free Core Nutation

Figure 8.1.: Periods of the Earth’s five free rota-

tion modes in the terrestrial frame determined

by Mathews et al. (2002). The units are solar

days.

The rotating Earth has five known free rota-

tional modes: the Tilt-Over Mode (TOM), the

Free Inner Core Nutation (FICN), the Free

Core Nutation (FCN), the Chandler Wobble

(CW) and the Inner Core Wobble (ICW).

Their resonance periods are dependent on the

dynamic ellipticity of a corresponding part of

the Earth. The free inner core nutation and

inner core wobble are dependent on the inner

core, the free core nutation on the outer core

and the Chandler wobble is caused by the dy-

namic flattening of the Earth’s mantle. The

tilt-over mode is a pure wobble of the whole

Earth which does not affect the solid Earth

tidal displacement. It depends on the angle

between the Earth instantaneous rotation axis

and the axis of the terrestrial reference frame.

See e.g. Rogister and Valette (2005) or Dehant and Capitaine (1997). In Figure 8.1 the resonance

periods in the terrestrial reference frame of these five rotation modes are shown as determined

by Mathews et al. (2002).

The FCN is caused by the fact, that the ellipsoidal liquid core inside the visco-elastic Earth’s

mantle rotates around an axis which is slightly misaligned with the axis of the mantle. In the

celestial reference frame it is visible as a retrograde motion of the Earth figure axis with a period

of about 431 days and has an amplitude of about one hundred microarcseconds. Up to now,
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8.1 FCN in solid Earth tides

there are no models which could predict this motion in a rigorous way, so it is not included in

the a priori precession-nutation model of the Earth axis. The motion is a major part of the

VLBI residuals between the observed direction of the Celestial Intermediate Pole (CIP) in the

celestial reference frame and the direction modelled by the precession-nutation model adopted

in the current IERS Conventions 2010. These differences i.e. Celestial Pole Offsets (CPO) are

monitored and published by the International Earth Rotation and Reference Systems Service

(IERS). In the terrestrial reference frame the motion is observed with a period of about one day

and designed as Nearly Diurnal Free Wobble (NDFW). At this frequency it comes to a resonant

behaviour of Love and Shida numbers within the diurnal band. The frequency dependence in

the diurnal tidal response of the solid Earth allows the estimation of the FCN period directly

also from the displacement of the stations in the VLBI data analysis.

8.1. FCN in solid Earth tides

The NDFW affects the solid Earth tides in their diurnal band, where it comes to a strong

resonance effect. The Love and Shida numbers for the tides in the vicinity of the NDFW period

are strongly frequency-dependent. On the other hand, this resonance effect at these tides can be

used for the determination of the FCN period directly during the VLBI analysis. The frequency

dependence of the Love and Shida numbers was detailed in chapter 7.1 and the partial derivative

of the station displacement in the local coordinate system with respect to the NDFW frequency

follows from equation (7.10), where the base is the partial derivative of the resonance formula

for the Love and Shida numbers (equation (7.5)):

∂Lf

∂σNDFW
= − LNDFW

(σf − σNDFW )2
, (8.1)

where LNDFW is defined in Table 7.1 and σf is the frequency of the chosen diurnal tide.

Partial derivative of the basic VLBI model with respect to the NDFW frequency contained in

the solid Earth tides, i.e. in the displacement of the baseline b between two stations, is given
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Figure 8.2.: FCN period estimated from the resonance in the solid Earth tides. After four

iterations the FCN period converged to −431.23 ± 2.44 sidereal days.

by equation (8.2):

∂τ

∂σNDFW
= k(t) ·Q(t) ·R(t) ·W (t) · ∂b(t)

∂σNDFW

= k(t) ·Q(t) ·R(t) ·W (t) ·
(

∂x2(t)

∂σNDFW
− ∂x1(t)

∂σNDFW

)
.

(8.2)

k is the source vector defined in BCRS, Q, R and W are the transformation matrices between

the celestial and terrestrial reference frame, and x1, x2 are the position vectors of station 1 and

2 in the ITRS. Because of the non-linear relation in the partial derivative (equation (8.1)) the

estimation of the FCN period was done by few iterations. Already after the second iteration

(see Figure 8.2) the FCN period stayed stable at −431.23 ± 2.44 sidereal days (−430.05 ± 2.43

solar days).

8.2. FICN in solid Earth tides

As shown in section 7.1 the resonance formula (7.5) of the frequency-dependent Love and Shida

numbers in the diurnal band contains the resonance frequencies of the Chandler wobble, NDFW

and FICN. Therefore, similar to the estimation of NDFW period from the solid Earth tidal

displacement, it should be possible to estimate the period of the free inner core nutation.

The needed partial derivative with respect to the FICN frequency obtained from the resonance

equation for the diurnal Love and Shida numbers (equation (7.5)) reads:

∂Lf

∂σFICN
= − LFICN

(σf − σFICN )2
, (8.3)

with LFICN defined in Table 7.1 and σf which is the frequency of the chosen diurnal tide.

In the equation of VLBI observations the station position vectors of station 1 (x1) and 2 (x2)
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Figure 8.3.: FICN period estimated from the resonance in the solid Earth tides. After nine

iterations the FICN period converged to 502.42 ± 601.06 sidereal days.

are derived with respect to the FICN frequency as follows:

∂τ

∂σFICN
= k(t) ·Q(t) ·R(t) ·W (t) ·

(
∂x2(t)

∂σFICN
− ∂x1(t)

∂σFICN

)
. (8.4)

Nine iterations were carried out to determine the FICN period starting with the a priori value of

1026.69 sidereal days as given by Mathews et al. (2002). As visible from Figure 8.3 the estimates

of the period were getting lower during the first five runs and then they converged to the value

of 502.42 ± 601.06 sidereal days which is of factor two shorter then the a priori value. Taking

a look at the Table 7.1 one can see that the resonance strength factor for the FICN is about

one hundred times smaller than the resonance strength factor for the FCN. This could be the

reason why the partial derivative of the resonance formula for the solid Earth tidal displacement

is not sufficiently sensitive to the FICN period. It should be mentioned that the theoretical

Earth model PREM (Dziewonski and Anderson, 1981) predicts the FICN period to be 476 days.

However, because of the large formal error of my estimate no further conclusion about the FICN

period can be taken.

8.3. FCN in celestial pole offsets

8.3.1. Motion of CIP in celestial reference system

The CIP separates the motion of the ITRS pole in the GCRS into a celestial part and a terrestrial

part. It is done purely by a convention which states that the celestial motion of the CIP includes

all the terms with periods greater than 2 days in the GCRS (= precession-nutation) and the
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8. Free Core Nutation

terrestrial motion of the CIP includes all the terms outside the retrograde diurnal band in the

ITRS (= polar motion) (Petit and Luzum, 2010). Concentrating on the celestial motion of the

CIP the transformation matrix Q can be specified as

Q(t) = Rz(−E) ·Ry(−d) ·Rz(E) ·Rz(s), (8.5)

with d and E being polar coordinates of the CIP in the GCRS and s being a so-called CIO

locator. Following Capitaine and Wallace (2006) and Chapter 5 in Petit and Luzum (2010)

the transformation matrix Q can be given in an equivalent form directly involving the celestial

pole coordinates X and Y which will lead to a simple expression of the partial derivatives

of observables with respect to the Earth orientation parameters. X and Y are the cartesian

expression of the CIP unit vector in the GCRS (Figure 8.4):

X = sin d cosE,

Y = sin d sinE,

Z = cos d,

(8.6)

and after combining of the first three rotation matrices in equation (8.5) into one, the matrix Q

can be written as:

Q(t) = MCIO ·Rz(s) =


1− aX2 −aXY X

−aXY 1− aY 2 Y

−X −Y 1− a(X2 + Y 2)

 ·Rz(s), (8.7)

with

a =
1

1 + cos d
=

1

1 + Z
=

1

1 +
√
1−X2 − Y 2

. (8.8)
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Figure 8.4.: Motion of the CIP in the GCRS modelled by the precession-nutation model

IAU2000A.

101



8.3 FCN in celestial pole offsets

Following Petit and Luzum (2010) the a in equation (8.8) can be expressed with an accuracy

better than 1 µas as

a =
1

2
+

1

8
(X2 + Y 2). (8.9)

The motion of the CIP in the celestial frame can be determined from VLBI observations as

estimates with respect to the a priori IAU precession-nutation model. The partial derivatives of

the matrix Q with respect to the CIP coordinates X and Y are listed in equations (8.10) and

(8.13). They are obtained from equation (8.7) and a detailed description of the derivation is

given e.g. in Gontier (2009).

∂Q(t)

∂X
=
∂MCIO

∂X
·Rz(s) +MCIO · ∂Rz(s)

∂X
, (8.10)

where

∂MCIO

∂X
=


−X −X3/2−XY 2/4 −Y/2− 3X2Y/8− Y 3/8 1

−Y/2− 3X2Y/8− Y 3/8 −XY 2/4 0

−1 0 −X −X3/2−XY 2/2

 ,
(8.11)

and

∂Rz(s)

∂X
= −Y

2
· ∂Rz(s)

s
= −Y

2
·


− sin s cos s 0

− cos s − sin s 0

0 0 0

 . (8.12)

∂Q(t)

∂Y
=
∂MCIO

∂Y
·Rz(s) +MCIO · ∂Rz(s)

∂Y
, (8.13)

where

∂MCIO

∂Y
=


−X2Y/4 −X/2− 3XY 2/8−X3/8 1

−X/2− 3XY 2/8−X3/8 −Y − Y 3/2−X2Y/4 1

0 −1 −Y − Y 3/2−X2Y/2

 ,
(8.14)

and

∂Rz(s)

∂Y
= −X

2
· ∂Rz(s)

s
= −X

2
·


− sin s cos s 0

− cos s − sin s 0

0 0 0

 . (8.15)
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8. Free Core Nutation

8.3.2. Description of FCN in celestial pole offsets

The IAU 2006/2000A precession-nutation model does not contain the nutation offsets caused by

free core nutation. Petit and Luzum (2010) refer to an empirical model from Lambert (2007)

which is assigned as model of class 3, i.e. ”useful but not required”. It consists of a constant

FCN frequency and a time-varying complex amplitude (Figure 8.5). The FCN offsets in the

model of Lambert (2007) are given by:

XFCN = AC cos(σFCN t)−AS sin(σFCN t),

YFCN = AS cos(σFCN t) +AC sin(σFCN t),
(8.16)

where AC and AS are the amplitudes of the cosine and sine term. They are empirically deter-

mined from IERS EOP05 C04 combined series by fitting the nutation series and are tabulated

in yearly steps. The amplitudes during the year are obtained by a linear interpolation. t is the

time given in days since J2000.0 and σFCN is the frequency of FCN in celestial reference frame.

Equation (8.19) shows how to express σFCN using the frequency of FCN in terrestrial reference

frame, i.e. frequency of nearly diurnal free wobble σNDFW . The adopted value of 1.0023181 cpsd

for σNDFW in Petit and Luzum (2010) comes from Mathews et al. (2002) and is also used in
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Figure 8.5.: FCN model of Lambert (2007). The coefficients of the amplitude can be found at

http://syrte.obspm.fr/∼lambert/fcn/table.txt and are updated regularly.
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8.3 FCN in celestial pole offsets

the model of Lambert (2007). It corresponds to the FCN period PFCN of −430.21 solar days =

−431.39 sidereal days.

From the basic relation between frequency and period:

σFCN =
2π

PFCN
, (8.17)

and from the relationship between frequencies in terrestrial and celestial reference systems:

PFCN =
1

1− σNDFW
· 1

sd
, (8.18)

follows for σFCN :

σFCN = 2π · sd(1− σNDFW ), (8.19)

with sd = 1.002737909 giving the number of sidereal days per one solar day.

In order to obtain the partial derivatives of the VLBI observable with respect to the FCN

period and amplitude, the equations (8.16) for FCN offsets are implemented into the description

of the celestial motion of the CIP. The FCN offsets from equation (8.16) are simply added to

the X and Y following from the IAU 2006/2000A precession-nutation model:

X = XFCN +X(IAU),

Y = YFCN + Y(IAU).
(8.20)

According to Petit and Luzum (2010) this addition is practically equivalent to a following mul-

tiplication of the transformation matrix Q(IAU) :

Q(t) = dQ(t) ·Q(t)(IAU) =


1 0 XFCN

0 1 YFCN

−XFCN −YFCN 1

 ·Q(t)(IAU). (8.21)

The concrete expression of the partial derivatives of dQ with respect to the NDFW frequency

σNDFW then reads

∂dQ(t)

∂σNDFW
=


0 0 −2π · sd · t ·Υx

0 0 −2π · sd · t ·Υy

2π · sd · t ·Υx 2π · sd · t ·Υy 0

 , (8.22)
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8. Free Core Nutation

where Υx and Υy denote

Υx = −AC sin(σFCN t)−AS cos(σFCN t),

Υy = −AS sin(σFCN t) +AC cos(σFCN t).
(8.23)

Partial derivatives of dQ with respect to the amplitude of the cosine term AC is easily cre-

ated as:

∂dQ(t)

∂AC
=


0 0 cos(σFCN t)

0 0 sin(σFCN t)

− cos(σFCN t) − sin(σFCN t) 0

 , (8.24)

and partial derivatives of dQ with respect to the amplitude of the sine term AS reads:

∂dQ(t)

∂AS
=


0 0 − sin(σFCN t)

0 0 cos(σFCN t)

sin(σFCN t) − cos(σFCN t) 0

 . (8.25)

The incorporation of the partial derivatives of the dQ into the partial derivative of the whole

basic VLBI model follows as:

∂τ

∂σNDFW
= k(t) · ∂dQ(t)

∂σNDFW
·Q(t)(IAU) ·R(t) ·W (t) · b(t), (8.26)

for the partial derivative with respect to the NDFW frequency contained in the celestial pole

offsets, where k is again source vector defined in BCRS and b is the baseline vector between the

two stations expressed in ITRS.

In the same way one gets the partial derivative of the VLBI model with respect to the am-

plitude of cosine term:

∂τ

∂AC
= k(t) · ∂dQ(t)

∂AC
·Q(t)(IAU) ·R(t) ·W (t) · b(t), (8.27)

and with respect to the amplitude of sine term:

∂τ

∂AS
= k(t) · ∂dQ(t)

∂AS
·Q(t)(IAU) ·R(t) ·W (t) · b(t). (8.28)
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8.3 FCN in celestial pole offsets

8.3.3. Spectral analysis of CPO

The VLBI measurements following the same parameterisation and choice of a priori models as

described in chapter 6 were reanalysed. The only difference was that the celestial pole offsets from

the C04 08 time series were not taken as a priori information but only the precession-nutation

model IAU 2006/2000A for description of the celestial motion of CIP was used. The estimated

celestial pole offsets with respect to the IAU 2006/2000A model are shown in Figure 8.6. As

a first step to analyze these estimates a spectral analysis was applied. From Figure 8.6 the

increasing precision of the VLBI observations is evident. The spectral analysis was therefore

applied to two sets of data. The first set (DS1) was the entire data since 1984.0 (blue line in

Figures 8.7 and 8.8), while the second data set (DS2) began in 1990.0 where the observation

improvement is visible (light red line in Figures 8.7 and 8.8). First, I applied the Fast Fourier

Transform (FFT) algorithm to the complex time series dX + idY in order to solve for prograde

as well as for retrograde frequency terms. FFT needs evenly spaced data input, therefore I

interpolated the data to three-days intervals using Lagrange interpolation. Spectrum of the

DS2 (Figure 8.7) shows a broad peak near the expected FCN period around −460 days, in

the spectrum of DS1 even a double peak appears around −410 days and −470 days. The
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Figure 8.6.: Celestial pole offsets w.r.t. the IAU 2006/2000A precession-nutation model esti-

mated with software VieVS.
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Figure 8.7.: Fourier spectrum for celestial pole offsets estimated with software VieVS w.r.t. the

IAU 2006/2000A precession-nutation model. The spectrum for data from 1984.0 to 2011.0 is in

blue and for data from 1990.0 to 2011.0 is in light red.

spectral analysis of the celestial pole offsets was also done by a CLEAN algorithm (Baisch and

Bokelmann, 1999). This procedure allows analysis of non-equidistantly spaced time series even

with larger gaps, so the interpolation of the time series is avoided. However, the series for dX

and for dY have to be analysed separately. In the upper part of Figure 8.8 the spectra for dX
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Figure 8.8.: Frequency spectrum obtained by the CLEAN algorithm for celestial pole offsets

estimated with software VieVS w.r.t. the IAU 2006/2000A precession-nutation model. Blue

displays the spectrum for data from 1984.0 to 2011.0 and light red shows data from 1990.0 to

2011.0.
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8.3 FCN in celestial pole offsets

from DS1 and DS2 are plotted, in the lower part for dY. The resulting spectra for the X and Y

coordinate of the celestial pole offsets are in a very good agreement. For DS1 now even three

broad peeks in the frequency spectrum are visible between periods of −400 and −500 days. For

the data set DS2 the peak appears around −460 days. This shows that the resulting spectrum is

strongly dependent on the time interval of the input time series and also on the transformation

algorithm.

In the following sections two different explanations and theories about the double peak around

the FCN period in the frequency spectrum will be discussed. One theory states that there are

two different rotational modes of the Earth. The second one predicts one strong oscillation with

a stable period where the apparent change of the period is explained with a variable phase and

amplitude of the rotation.

8.3.4. Model for CPO with two periods

One theory works with the presumption that Earth has a fluid core containing an inner core

within. The existence of the two layer fluid core would cause two rotational modes and the

beating between them would be responsible for the apparent oscillation and damping of the

FCN amplitude, which can be observed in the celestial pole offset time series. This theory is

included for example in the numerical model for Earth rotation variations, called ERA-2005

(Krasinsky, 2006; Krasinsky and Vasilyev, 2006). In this model preliminary value for the FCN

period of −430 days is taken (given as frequency of 0.0146 rad/day in Krasinsky (2006)) together

with the value of −422 days for the period of the inner fluid core (corresponding to the frequency

of 0.0149 rad/day in Krasinsky (2006)). The periods of these free oscillations are then further

adjusted together with other geophysical parameters during the fitting of the constructed model

to the VLBI data. Schmidt et al. (2005) analysed two time series of nutation offsets from 1984.0

to 2004.2 by means of a wavelet technique using the Morlet function. The time series were

computed independently using two different software packages: OCCAM (Titov et al., 2004)

and CALC/SOLVE developed at Goddard Space Flight Center. From this investigation they

obtained a FCN period which varied between −425 to −450 days. Thereafter they applied a

more constrained wavelet transform on the nutation data and from the results they concluded

that two close-by retrograde oscillations with periods of about −410 and −435 days superimpose

each other. Malkin and Miller (2007) investigated the IVS time series of celestial pole offsets and

also concluded that two harmonic components with periods of about −410 and −452 solar days
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are present. They used three statistical tools: discrete Fourier transform, principal component

analysis (singular spectrum analysis) and wavelet analysis, where all the methods provided very

similar results. Although results in the afore-mentioned papers show very similar oscillations on

two frequencies in the frequency domain, there does not exist any seismological or geophysical

Earth model which would confirm these findings or provide any explanation for them yet.

Nevertheless, following the authors mentioned above, I calculated a model for the celestial

pole offsets as a superposition of two harmonic waves with a constant amplitude and period

(equation (8.29) which results from the equation (8.16)). The values for the two periods I chose

from the frequency spectrum obtained by the CLEAN algorithm using the data from 1984.0

to 2011.0, i.e. P1 = −415 solar days and P2 = −451 solar days (see Figure 8.8). Following

the equations (8.17) and (8.18) the periods were transformed into the frequencies in terrestrial

reference frame, i.e. σ1 = 1.0024031 cpsd and σ2 = 1.0022112 cpsd, and t is again time given in

days since J2000.0,

dX = AC1 cos(σ1t)−AS1 sin(σ1t) +AC2 cos(σ2t)−AS2 sin(σ2t),

dY = AS1 cos(σ1t) +AC1 sin(σ1t) +AS2 cos(σ2t) +AC2 sin(σ2t).
(8.29)

The partial derivatives of the model for celestial pole offsets with respect to a constant amplitude

(divided into amplitudes for sine and cosine term) are given in equations (8.24) and (8.25), and

the partial derivatives of the time delay with respect to the cosine and sine amplitude are

presented in equations (8.27) and (8.28). I solved for these four unknown parameters together

with TRF, CRF and ERP in a common global adjustment of VLBI data from 1984.0 to 2011.0.

The cosine and sine amplitudes are expressed in the usual way with amplitude A and phase Φ

(equations (8.30) and (8.31)) in Table (8.1),

A =
√

(A2
C +A2

S), (8.30)

Φ = arctan

(
AS

AC

)
. (8.31)

Figure 8.9 shows the estimated model (yellow line) in comparison to the celestial pole offsets

w.r.t. the IAU 2006/2000A precession-nutation model. Although the geophysical interpretation

Table 8.1.: Amplitudes belonging to periods of −415 and −451 solar days of the signal in celestial

pole offsets estimated from the global adjustment by software VieVS.

P [solar days] AC [mas] AS [mas] A [mas] Φ [deg]

−415 −0.0120 ± 0.0011 0.0386 ± 0.0011 0.0404 ± 0.0011 107.27 ± 1.81

−451 0.0165 ± 0.0011 −0.1264 ± 0.0011 0.1275 ± 0.0011 −82.56 ± 0.49
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Figure 8.9.: Model with two frequencies for the remaining signal in celestial pole offsets w.r.t. the

IAU 2006/2000A precession-nutation model by estimating the amplitudes as global parameters.

of such a model with two retrograde oscillations at periods of about −415 and −451 solar days is

questionable, a good agreement can be seen with the residuals to the IAU model (concentrating

mainly on data after 1990 where the VLBI data started to be less noisy).

8.3.5. Estimation of a constant FCN period

Earth rotation theory, which is nowadays widely accepted, predicts only one strong oscillation

with a stable period in the retrograde band between the periods −400 and −500 days. The

non-rigid Earth nutation model of Mathews et al. (2002) is a base for the current IAU 2000A

nutation model. It expects a FCN period between −429.93 and −430.48 solar days. The appar-

ent change of the period which is seen in the spectral analysis of celestial pole offsets or even

the existence of two oscillations is explained with a variable phase and amplitude.

The time stability of the FCN period has been examined firstly by Roosbeek et al. (1999). They

used a transfer function given in Wahr (1979), which expresses the ratio between rigid and

non-rigid amplitudes of nutation terms at their frequencies, and which accounts for a resonance

effect of the FCN at forced nutations. They determined the amplitudes for five nutation waves
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8. Free Core Nutation

(annual, semi-annual, tri-annual, monthly, and semi-monthly) from VLBI observations (EOP

series from GSFC submitted to the IERS in 1998) and then analysed the obtained ratio between

the amplitudes in order to estimate the FCN period. This procedure was repeated for thirteen

time sub-intervals, where the entire time interval with available VLBI data (1984.0 - 1998.0)

was divided with a time step of two years. The determined FCN period from all sub-intervals

differs within three days from −431 to −434 sidereal days.

Vondrák et al. (2005) and Vondrák and Ron (2006), parallel to authors mentioned in chap-

ter 8.3.4 started with a direct analysis of celestial pole offsets with the fast Fourier transform.

They also found out, that the resulting peak in the frequency spectrum is broad and depends

on the time interval of the analysed data. They used the combined IVS solution from 1983.7

- 2004.7 as input data (celestial pole offsets w.r.t. the IAU2000 model of precession-nutation).

They divided the data into three different intervals, each seven years long. The spectrum ob-

tained varied for each interval: the amplitude diminished in time and the period grew. For the

interval (1983.7 - 1990.7) the peak for the FCN period appeared about −425 days, for the second

interval (1990.7 - 1997.7) about −430 days and for the interval (1997.7 - 2004.7) it was about

−470 days (Vondrák et al., 2005). They concluded that it is highly improbable, that the FCN

period would be so variable because its presence is given by the flattening of the liquid core,

which is supposed to be very stable. They followed the proposal of Roosbeek et al. (1999) for an

indirect estimation of the FCN period through its resonance effects at the forced nutation terms.

They used the transfer function given in Mathews et al. (2002). The non-rigid amplitudes of

five selected forced nutations terms (equivalent to those chosen by Roosbeek et al. (1999)) were

obtained from the least squares fit to the combined VLBI/GPS solution of celestial pole offsets

provided by the Center for Orbit Determination in Europe. The following estimation of the

FCN period from the transfer function yielded the value of −430.55 ± 0.11 solar days.

Lambert and Dehant (2007) extended the works of Vondrák et al. (2005) and Vondrák and

Ron (2006) by checking the FCN period stability by processing VLBI data sets provided by six

different analysis centres (their own data set inclusive), and two combined solutions provided by

IVS. They highlighted that each analysis group is using its own strategy for parameterisation,

by the use of constraints on reference frames and also for the choice of sessions included in the

analysis. They used the same estimation method as Vondrák et al. (2005) and processed the data

in two different time spans: the first one from 1984.0 to 2006.0 and the second one from 1990.0

to 2006.0. The results they obtained are summarized in Table (8.2). They concluded that the

analysis strategy of VLBI observations has an impact of about half a day on the determination

of the FCN period. Considering the time stability (assessed through a 10-years sliding window
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8.3 FCN in celestial pole offsets

Table 8.2.: FCN period estimated from various VLBI series by Lambert and Dehant (2007)

using the resonance effect at the forced nutation terms.

Analysis centres P [solar days] P [solar days]

1984.0 - 2006.0 1990.0 - 2006.0

GA, Geoscience Australia −430.13 ± 0.17 −430.56 ± 0.14

BKG, Bundesamt für Kartographie und Geodäsie −429.84 ± 0.20 −429.50 ± 0.18

GSFC, NASA Goddard Space Flight Center −430.24 ± 0.07 −430.21 ± 0.10

IVS, midnight epoch −429.22 ± 0.07 −429.12 ± 0.14

IVS, mid-session epoch −429.30 ± 0.08 −429.33 ± 0.10

OPAR, Paris Observatory analysis centre −429.93 ± 0.11 −430.26 ± 0.13

USNO, United States Naval Observatory −429.89 ± 0.09 −430.16 ± 0.09

displaced by one year), the FCN period is also stable within less than half a day. The averaged

value of the FCN period obtained from all data sets is −429.75 ± 0.42 solar days for the time

span 1984.0 - 2006.0 and −429.95 ± 0.46 solar days for the time span 1990.0 - 2006.0.

The theory of one constant FCN period and variable phase and amplitude is followed also in

the FCN model of Lambert (2007) which was described in chapter 8.3.

8.3.6. Estimation of a constant FCN period from CIP motion

In this section I estimate the FCN period contained in the motion of the CIP in the GCRS

as a global parameter in a common adjustment (global solution) of the VLBI sessions. During

this analysis a new TRF and a new CRF are estimated as global parameters, whereas the clock

parameters, zenith wet delays, tropospheric parameters and ERP are session-wise reduced and

estimated from single sessions. The software VieVS was extended with partial derivatives of

the measured time delay with respect to the FCN period and the sine and cosine amplitudes as

described in chapter 8.3. I compute three solutions with different handlings of FCN amplitudes.
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Figure 8.10.: Solution 1 - after four iterations the period converged to −431.12 ± 0.06 sidereal

days.
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Figure 8.11.: Solution 2 - after four iterations the period converged to −431.17 ± 0.09 sidereal

days.

1. In the partial derivatives with respect to the FCN period (equation (8.22)) the values for

the amplitudes are taken from FCN model of Lambert (2007). The a priori value of the

FCN period in this model is the same as given in the IERS Conventions (Petit and Luzum,

2010), i.e. −431.39 sidereal days.

2. Same as previous solution, but together with the period also the constant corrections to

sine and cosine amplitudes of the FCN are estimated.

3. Identical to solution 2, but additional cosine and sine amplitudes of the annual and semi-

annual harmonic terms in the nutation are determined.

All solutions are computed in four iteration steps. See Figure 8.10 for solution 1 and Figure 8.11

Table 8.3.: FCN period (P ) estimated from motion of the CIP in GCRS within a global solution

by the software VieVS.

Solution P0 AC0 AS0 P AC AS

[sid. days] [sid. days] [µas] [µas]

1 −431.39 Lambert (2007) −431.12 ± 0.06 - -

2 −431.39 Lambert (2007) −431.17 ± 0.09 64.6 ± 1.0 34.0 ± 1.2

3 −431.39 Lambert (2007) −431.18 ± 0.09 64.1 ± 1.0 33.9 ± 1.2

113



8.3 FCN in celestial pole offsets

1984 1990 2000 2010
−2

−1

0

1

2
dX

[m
as

]

1984 1990 2000 2010
−2

−1

0

1

2
dY

[m
as

]

Figure 8.12.: Celestial pole offsets w.r.t. the IAU 2006/2000A precession-nutation model (grey)

together with FCN model resulting from solution 1 (period of −431.12 sidereal days and am-

plitudes taken from Lambert (2007)) plotted in light green, and with model following from

solution 2 (period of −431.17 sidereal days and amplitudes from Lambert (2007) corrected for

a sine and cosine part of a constant amplitude) in red.

for solution 2. The iteration of solution 3 is not shown here. In solution 1 the period of FCN in the

global solution is estimated as −431.12 ± 0.06 sidereal days which equals to −429.94 ± 0.06 solar

days. In solution 2 the determined FCN period is equal to −431.17 ± 0.09 sidereal days

(−429.99 ± 0.09 solar days) and the amplitude corrections are 64.6 ± 1.0 µas for the cosine

term and 34.0 ± 1.2 µas for the sine term. The resulting FCN model from solution 1 is plotted in

Figure 8.12 in light green and the one from solution 2 in red. The resulting FCN period obtained

from solution 3 (−431.18 ± 0.09 sidereal days, i.e. −430.00 ± 0.09 solar days) is almost identical

to the estimates from solution 2. From this the conclusion follows that an additional estimation

of corrections to the annual and semi-annual nutation terms does not influence the FCN period

determination. The values of the remaining amplitudes of the annual and semi-annual terms

(in addition to the values included in the IAU 2000A nutation model) are 15.6 ± 1.0 µas

and 21.3 ± 1.0 µas, respectively. These values are estimated from equation (8.30) where the

cosine and sine terms equal to −4.6 ± 1.0 µas and 14.9 ± 0.9 µas for annual signal, and

−19.3 ± 0.9 µas and −8.9 ± 0.9 µas for semi-annual signal. The FCN model resulting from
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Figure 8.13.: Celestial pole offsets w.r.t. the IAU 2006/2000A precession-nutation model (grey)

together with FCN model from solution 3 (red) and the sum of remaining annual and semi-annual

signals (light green).

solution 3 (red line) and the sum of annual and semi-annual harmonic terms (light green line)

are plotted in Figure 8.13.

The numerical values of the FCN period from all three solutions are summarized in Table 8.3.

8.4. Empirical FCN model with globally estimated varying amplitude

In section 8.3.2 the FCN model created by Lambert (2007) was introduced. The time varying

amplitudes (cosine and sine terms) were fitted through the nutation IERS EOP 05 C04 combined

series with a sliding window of a length of two years, and displaced by one year. The published

tabulated values refer to the middle date, i.e. January 1st of the respective year. The estimates

of AC and AS designed as fcnnut100701 computed by Lambert (2007) are shown in the second

and third column of Table 8.4.

Following this idea of a varying amplitude and phase estimated in a one year step, I determine

the AC and AS in several global solutions. The data input for each run are VLBI measurements

carried out over four years starting in 1984.0. Estimated parameters are constant cosine and
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8.4 Empirical FCN model with globally estimated varying amplitude

Table 8.4.: Cosine and sine amplitude terms estimated empirically in a one year step by Lambert

(2007) (second and third column). Fourth and fifth column show the estimate of AC and AS

determined with a global solution of VLBI data in this work.

Year AC [µas] AS [µas] AC [µas] AS [µas]

”fcnnut100701” (Lambert, 2007) this work

1986.0 −246.6± 9.5 −170.2± 9.5 −256.6± 9.8 −162.6± 9.8

1987.0 −281.9± 8.6 −159.2± 8.6 −261.1± 9.1 −104.3± 9.1

1988.0 −255.0± 8.1 −43.6± 8.1 −216.3± 9.1 −84.9± 9.1

1989.0 −210.5± 7.3 −88.6± 7.3 −180.5± 7.5 −45.6± 7.5

1990.0 −187.8± 6.4 −57.4± 6.4 −166.0± 6.1 −6.3± 6.1

1991.0 −163.0± 5.5 26.3± 5.5 −145.3± 5.0 19.8± 5.0

1992.0 −141.2± 4.8 44.6± 4.8 −146.3± 4.0 26.7± 3.9

1993.0 −128.7± 4.6 28.6± 4.6 −128.7± 3.0 23.5± 3.0

1994.0 −108.9± 3.9 19.5± 3.9 −108.3± 2.6 19.7± 2.6

1995.0 −96.7± 3.1 19.7± 3.1 −105.2± 2.1 17.7± 2.2

1996.0 −104.0± 2.9 11.9± 2.9 −99.4± 2.2 18.3± 2.2

1997.0 −126.8± 2.8 30.4± 2.8 −89.9± 2.3 16.9± 2.3

1998.0 −81.9± 2.6 25.0± 2.6 −76.0± 2.4 2.8± 2.4

1999.0 −19.7± 2.6 −20.1± 2.6 −39.8± 2.7 −32.2± 2.8

2000.0 10.8± 2.7 −76.8± 2.7 8.3± 2.6 −82.3± 2.6

2001.0 65.6± 2.5 −137.4± 2.5 57.7± 2.3 −102.4± 2.3

2002.0 78.2± 2.3 −127.1± 2.3 98.4± 2.0 −82.9± 2.0

2003.0 108.7± 2.1 −42.3± 2.1 104.5± 1.9 −71.0± 1.9

2004.0 117.6± 2.2 −1.4± 2.2 109.0± 1.8 −56.2± 1.7

2005.0 115.7± 2.9 5.7± 2.9 111.9± 2.0 −23.0± 2.0

2006.0 159.7± 4.2 24.2± 4.2 121.1± 1.8 25.4± 1.8

2007.0 154.7± 4.5 61.2± 4.5 150.3± 1.7 75.5± 1.7

2008.0 161.1± 4.3 98.4± 4.3 162.1± 1.8 134.0± 1.8

2009.0 143.4± 4.5 147.0± 4.5 145.8± 2.2 156.3± 2.2
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Figure 8.14.: Celestial pole offsets w.r.t. the IAU 2006/2000A precession-nutation model (grey)

together with FCN model from Lambert (2007) (red) and a FCN model estimated in this work

(light green). Before 1986.0 and after 2009.0 are the models extrapolated.

sine amplitude terms corresponding to the FCN period of −430.00 solar days as estimated in

section 8.5. The expressions of the partial derivatives give the equations (8.24) and (8.25) with

zero a priori value for the amplitude. Other estimated parameters are the session-wise reduced

clock parameters, zenith wet delays, tropospheric gradients, and ERP. The TRF and CRF are

fixed to the VieTRF10a and VieCRF10a, respectively. The determined values of the AC and AS

refer to the middle of the analysed data span. In the first run data from 1984.0 to 1988.0 were

involved which gives the middle epoch of 1986.0. The second global solution includes data from

1985.0 till 1989.0, and it continues to the year 2011.0. The estimated values are shown in the

fourth and fifth column of Table 8.4. There is a very nice agreement between my solution and

the one from Lambert (2007). The determined cosine and sine amplitudes differ maximally by

several microarcseconds. The resulting FCN models are plotted in Figure 8.14 where the model

computed from my estimates is shown in light green color and the model of Lambert (2007) in

red.
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8.5 Simultaneous estimation of FCN period from solid Earth tides and nutation

8.5. Simultaneous estimation of FCN period from solid Earth tides

and nutation

In previous subchapters the presence and effects of the FCN in the solid Earth tides and in

the nutation of Earth axis were treated separately. In this section, for a rigorous determination

of the FCN period, I created partial derivatives of the nutation matrix dQ and the baseline

vector b with respect to the NDFW frequency σNDFW simultaneously. Partial derivative of the

observation equation contains then changes in both parameters (nutation matrix and baseline

vector) which are influenced by the presence of free core nutation:

∂τ

∂σNDFW
= k(t) · ∂dQ(t)

∂σNDFW
·Q(t)(IAU) ·R(t) ·W (t) · b(t)

+ k(t) ·Q(t) ·R(t) ·W (t) · ∂b(t)

∂σNDFW
.

(8.32)

The treatment of the FCN in the CIP motion is parallel to solution 2 in subchapter 8.3.6, i.e. a

priori values for the FCN period and amplitudes are taken from the model of Lambert (2007).

Constant offsets to the sine and cosine amplitudes over the 27 years of VLBI data are estimated

in the global adjustment. Other globally estimated parameters are the terrestrial and celestial

reference frames. The determined value of the FCN period is after four iterations −431.18 ± 0.10

sidereal days (−430.00 ± 0.10 solar days). This value lies very close to the result from the

”nutation only” solution which is caused by the lower formal error of the estimate resulting from

the nutation motion compared to the formal error of the estimate from solid Earth tides.
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9. Conclusions

The rapid improvement in space-geodetic techniques and their increasing accuracy allows us

nowadays to access parameters of theoretical models describing the changes above, on the sur-

face, as well as inside the Earth. As a fundamental requirement of a reliable estimation of such

parameters stable and consistent reference frames are needed. Module Vie GLOB of the VLBI

analysis software VieVS is introduced which is capable of determining a consistent terrestrial

and celestial reference frame together with other parameters of interest. Comparison with offi-

cially recognized reference frames is provided and the high quality of the provided VieTRF10a

and VieCRF10a is presented.

In this work frequency-dependent Love and Shida numbers of degree two are estimated in a

global adjustment of VLBI measurements covering the time period of 27 years (1984.0 - 2011.0).

The determination is done for twelve diurnal and five long-period tides. The respective differ-

ences in the individual displacement amplitudes based on the theoretical and estimated diurnal

Love and Shida numbers do not exceed 0.3 mm. The total difference to the theoretical displace-

ment summed over the absolute values of all twelve diurnal waves reaches 1.73 ± 0.29 mm in

vertical direction and 1.15 ± 0.15 mm in horizontal direction. In the long-period band the differ-

ences between the estimated and theoretical Love and Shida numbers exceed larger values. The

Love numbers for semi-annual (Ssa, 0.6182) and monthly (Mm, 0.6126) tides are estimated as

0.5584 ± 0.0095 and 0.5896 ± 0.0080, which correspond to 1.17 ± 0.19 mm and 0.51 ± 0.18 mm

difference in the vertical amplitudes, respectively. Similarly, lower estimate of the pole tide Love

number determined at the Chandler period (i.e. 433 days) (0.5495 ± 0.0109) than expected

from the theory (0.6206) is obtained. The reason for this could be due to deficiencies in the a

priori station modelling at longer time periods which then propagate to other parameters.

Free core nutation period is estimated within a global VLBI solution a) from solid Earth tidal

displacement as −431.23 ± 2.44 sidereal days, and b) from the motion of celestial interme-

diate pole as −431.17 ± 0.09 sidereal days together with constant sine and cosine amplitude

terms. The final value for the FCN period is derived simultaneously from the solid Earth tidal
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displacement and from the motion of the CIP. Its estimated value of −431.18 ± 0.10 sidereal

days differs slightly from the conventional value −431.39 sidereal days given in Petit and Luzum

(2010). Furthermore, an empirical FCN model is introduced. The time varying amplitude and

phase are estimated from several global solutions in the form of cosine and sine amplitude pa-

rameters in yearly steps. The input data for each run are VLBI measurements divided into

groups over four years.

The results of this work confirm the unique characteristics of the VLBI technique. Its mea-

surements to the distant quasi-stellar radio sources from widely spaced antennas on the Earth’s

surface allow an insight into the Earth’s structure. The VLBI technique is perfectly suited for

the estimation of Love and Shida numbers which describe the elasticity of the Earth, and also for

the estimation of FCN period which depends on the flattening of the Earth’s fluid core. In this

thesis very precise estimates of the above-mentioned parameters are presented. The advantage

is taken from a newly developed analysis software which follows the latest recommendations of

the IERS service on a priori observation modelling, and from the long time span of 27 years of

all suitable VLBI data which includes the highly accurate measurements from the last years.

As a next step, a combination with measurements of Global Navigation Satellite Systems can

be carried out, which will assure a better spatial data coverage and will increase the amount

of observation data significantly. For the further research the module Vie GLOB of the VieVS

software is a great tool for estimation of other Earth parameters such as e.g. the strength factor

for the FCN in the resonance formula for the diurnal Love and Shida numbers or for further

investigation of the FICN period.
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Böhm, J., Spicakova, H., Plank, L., Teke, K., Pany, A., Wresnik, J., Englich, S., Nilsson, T.,

Schuh, H., Hobiger, T., Ichikawa, R., Koyama, Y., Gotoh, T., Kubooka, T., and Otsubo, T.

(2009). Plans for the Vienna VLBI Software VieVS. In Bourda, G., Charlot, P., and Collioud,

A., editors, Proceedings of the 19th European VLBI for Geodesy and Astrometry Working

Meeting, pp. 161-164.
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Titov, O., Tesmer, V., and Böhm, J. (2004). OCCAM v.6.0 Software for VLBI Data

Analysis. In Vandenberg, N. and Baver, K., editors, International VLBI Service for

Geodesy and Astrometry 2004 General Meeting Proceedings, NASA/CP-2004-212255.

129



Bibliography

van Dam, T. (2010). NCEP Derived 6-hourly, global surface displacements at 2.5 x 2.5

degree spacing. Data set at http://geophy.uni.lu/ncep-loading.html.

van den Dool, H. M., Saha, S., Schemm, J., and Huang, J. (1997). A temporal in-

terpolation method to obtain hourly atmospheric surface pressure tides in reanaly-

sis 1979-1995. Journal of Geophysical Research, 102/D18: 0148–0227/97/97JD–01571.

pp. 22.013–22.024.
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A. Appendices

A.1. VieTRF10a - coordinate and velocity residuals

Table A.1.1 gives an overview of coordinate and velocity residuals and their formal errors for

57 stations included in VieTRF10a (discussed in chapter 6.2.1) to the a priori terrestrial reference

frame VTRF2008.
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A.1 VieTRF10a - coordinate and velocity residuals
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A. Appendices
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A.1 VieTRF10a - coordinate and velocity residuals
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A.2. Tropospheric effects on TRF and CRF

The troposphere is the lowest part of the atmosphere which reaches several kilometres above the

Earth’s surface where most of the weather takes place. The effect of the troposphere (especially

the wet component) on the path of the microwave VLBI signal was recognized as the most limit-

ing factor of a precise estimation of TRF and CRF (Pany et al., 2011). Therefore investigations

on the handling of tropospheric gradients on the estimated reference frames are shown here, to-

gether with a comparison of two different mapping functions. In the computation of VieTRF10a

and VieCRF10a the latest recommendations on models used in the data analysis were followed.

The tropospheric delays were modelled with Vienna Mapping Functions (VMF1, (Böhm et al.,

2006b)) and the horizontal asymmetry was accounted for with Data Assimilation Office (DAO)

model (MacMillan and Ma, 1997). A summary of these findings was published by Krásná et al.

(2012b).

A.2.1. Impact of tropospheric gradient estimation

e

Dz

DL

Figure A.2.1.: Atmospheric bulge over equator causes

systematic effects in the measured time delay depen-

dent on the azimuth angle.

The extension of the atmosphere above

the equator is larger than in the po-

lar regions (see Figure A.2.1). This

atmospheric bulge is responsible for a

systematic effect in the measured time

delay mainly in a north-south direc-

tion (MacMillan and Ma, 1997). The

path of the radio wave through the at-

mosphere is then larger when an an-

tenna in the northern hemisphere ob-

serves in a southerly direction than if it

observed in a northernly direction. If

the azimuthal asymmetric part of the

tropospheric delays was neglected, sys-

tematic effects would appear in the terrestrial and the celestial reference frames. Investigations

of an optimum parameterisation for the gradient estimation in the VLBI analysis are presented

here together with the effect on station and source coordinates if this phenomenon was totally
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omitted.

Equation (A.2.1) shows the basic formula of the neutral atmospheric delay recommended by

the IERS Conventions 2010. The line-of-sight delay (DL) is divided into a) a symmetrical part

described by elevation-dependent hydrostatic and wet mapping functions (mh,w(e)) and the cor-

responding delays in zenith direction (Dz
h,w) and b) an azimuth-dependent part described by a

gradient vector in north (GN ) and east (GE) directions, and mapped using the azimuth angle

(a) and the gradient mapping function (mg) into the direction toward the source,

△D(a, e) = △Dz
hmh(e) +△Dz

wmw(e) +mg(e)× [GN · cos(a) +GE · sin(a)]. (A.2.1)

In the VieVS software the formulation of the gradient mapping function suggested by Chen

and Herring (1997) is used (equation (A.2.2)). For parameter C the recommended value of

0.0032 (Herring, 1992) is taken, which holds for mapping of the a priori gradients as well as for

their estimation (Böhm et al., 2011):

mg(e) =
1

tan(e) sin(e) + C
. (A.2.2)

Time series

To test the assumption that tropospheric asymmetry causes a systematic effect on the estimated

station coordinates I run three test solutions (Table A.2.1) where I concentrate on the station

coordinate time series and the session-wise estimated horizontal gradients on particular stations.

Due to the fact that it is the session-wise analysis of the VLBI measurements, the source positions

have to be fixed to their catalogue values.

1. In the first solution the asymmetric part is fixed to zero and the tropospheric gradients in

the VLBI analysis are omitted.

2. The asymmetric part is a priori set to zero, and the components GN and GE of the hori-

zontal gradient vector are estimated in the least squares analysis with relative constraints

(0.5 mm after 6 hours) to stabilize the NEQ.

3. The parameterisation is identical to solution 2 with additional absolute constraints (0.5 mm)

applied on GN and GE .

As an illustrative example the station Westford (Massachusetts, USA) is chosen. In Figure A.2.2

session-wise estimated gradients at station Westford from 1984.0 to 2011.0 are plotted. In light
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Table A.2.1.: Overview of three different gradient parameterisation used to a session-wise com-

parison.

estimation relative absolute

of gradients constraints constraints

session-wise solution 1 no - -

session-wise solution 2 yes, 6-h offsets 0.5 mm no

session-wise solution 3 yes, 6-h offsets 0.5 mm 0.5 mm

grey the estimated total gradients from solution 2 are shown and in black the estimates from

solution 3. It can be seen, that before 1990 the determined gradients without applying abso-

lute constraints in the least squares analysis are unreliably large. This is most probably due

to the poor network geometry in the early VLBI years and the limited number of observations

especially to the sources in the southern hemisphere. After 1990 the estimated values for the

north gradients are stable and reach systematically negative values, which reflects the atmo-

spheric bulge above the equator since Westford is a station in the northern hemisphere. The

corresponding estimates of station positions (height and north component) at station Westford
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Figure A.2.2.: Total session-wise estimated gradients at station Westford. In light grey gradients

from solution 2 are plotted, in black from solution 3. Bold lines are smoothed values over 100

days.
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Figure A.2.3.: Difference in station coordinates (height and north component) at station West-

ford for solution 2 (light grey) and solution 3 (black) w.r.t. solution 1. Bold lines are smoothed

values over 100 days.

for solution 2 (light grey) and solution 3 (black) with respect to station positions estimated

in solution 1 are shown in Figure A.2.3. The unstable gradient determination in solution 2 in

the early years also shows up in the station estimates and can reach a few centimetres. Since

1990 there is a good agreement between the station coordinates if gradients are estimated with

or without absolute constraints. The difference to solution 1 (negligence of the tropospheric

asymmetry) reaches several millimetres.

For all stations participating in more than 20 sessions during the years 1990.0 - 2011.0 mean

values of the session-wise estimated total gradients are calculated. In Figure A.2.4 in the light

grey colour the mean gradients from solution 2 are plotted and the gradients from solution 3 as

black arrows. At all stations, the north-south component of the tropospheric gradient vectors

points towards the equator. The unconstrained gradients from solution 2 are larger at all sites in

comparison with solution 3. The largest grey arrows representing the estimated unconstrained

gradients appear at stations which observed only in the 90ies, such as 12-m at Santiago (Chile)

and 85-3 NRAO Green Bank (West Virginia, USA), or at stations like CTVA 3.6-m at St. Johns

(Canada) and Urumqi (China) which show high formal error of their position estimates (see the

estimation of VieTRF10a in section 6.2 and Table A.1.1 in appendix A.1) caused probably by
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Figure A.2.4.: Global map with mean values over 1990.0 - 2011.0 for total tropospheric gradients

from solution 2 (light grey) and solution 3 (black). Stations that participated in more than

20 sessions are plotted.

the small number of observations.

In Figure A.2.5 the mean values of the session-wise estimated station heights and north compo-

nents for stations participated in more than 20 sessions are plotted. The stations are sorted on

the x-axis by latitude. The estimated positions are plotted with respect to the estimates from

solution 1. The mean difference in the north component for stations in the southern hemisphere

is 2.8 mm between solution 2 and solution 1, and 1.4 mm between solution 3 and solution 1. In

the northern hemisphere the mean difference in the north component with respect to solution 1

is −0.6 mm for solution 2, and −0.4 mm for solution 3. In other words if tropospheric asymme-

try was ignored, stations would be shifted towards the poles with respect to their real positions.

Results of this investigation have been published in Spicakova et al. (2011).

Global reference frames

For the computation of reference frame VieTRF10a a priori gradient model computed by MacMil-

lan and Ma (1997) was used (see Table 6.1) as recommended in Böhm et al. (2011). In the least

squares adjustment the residual gradients were estimated with applied relative constraints of
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Figure A.2.5.: Mean values over 1990.0 - 2011.0 for height and north component of stations

participating in more than 20 sessions sorted by latitude. Solution 2 (light grey) and solution 3

(black) are plotted w.r.t. solution 1.

0.5 mm after 6 hours and absolute constraints of 1 mm. In this model the mean gradients for all

VLBI sites are derived from profiles from 1990 till 1995 of the Data Assimilation Office (DAO;

(Schubert et al., 1993)) at the NASA Goddard Space Flight Center by vertical integration over

horizontal gradients of refractivity. To investigate the influence of tropospheric gradient han-

dling on the globally estimated reference frames (terrestrial and celestial) two further reference

frame solutions are computed. The parameterisation of the first one (GS1) is identical to the

solution 1 from the previous section, i.e. gradients are fixed in the analysis to zero. The second

solution (GS2) is computed without applying a gradient model a priori but the total gradients

are estimated in the least squares adjustment with identical constraints as in VieTRF10a. An

overview is given in Table A.2.2.

The changes in station position estimates between VieTRF10a w.r.t. GS1 are plotted in Fig-

ure A.2.6. It is obvious that the differences in the north component are largest at stations near

the South Pole, and these are monotonically decreasing over the equator to the north latitudes.

At around 45◦N a switch in the direction occurs. The change in the height component between

VieTRF10a w.r.t. GS1 also exhibits a variation with latitude. A positive difference in height

is observed at stations in the southern hemisphere and a negative difference in the northern
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Table A.2.2.: Overview of three different gradient parameterisations used for a comparison of

TRF and CRF.

a priori estimation relative absolute

model of gradients constraints constraints

global solution 1 (GS1) no no - -

global solution 2 (GS2) no yes, 6-h offsets 0.5 mm 0.5 mm

global solution 3 (VieTRF10a) DAO yes, 6-h offsets 0.5 mm 0.5 mm

hemisphere with a mean value of −3.7 mm. Similar behaviour in the station position differences

can be observed between VieTRF10a w.r.t. GS2 (Figure A.2.7) but at a smaller scale. The scale

of horizontal differences is of one order magnitude lower than between VieTRF10a and GS1 and

the vertical scale bar has the limits eight times lower.

Seven Helmert parameter transformations between VieTRF10a and the two tested TRF (GS1

and GS2) are computed and the parameters are summarized in the upper part of Table A.2.3

(first and second column). Transformation parameters w.r.t. GS1 show that the existence of

tropospheric gradients influences the estimation of terrestrial reference frames at millimetre level

and causes large uncertainties of the transformation parameters. If the tropospheric gradients
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Figure A.2.6.: Differences in stations positions between VieTRF10a (DAO a priori, estimated)

minus GS1 (fixed to zero values). The height differences are plotted with coloured triangles (red

up-pointing triangles: uplift, blue down-pointing triangles: subsidence).
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Figure A.2.7.: Differences in stations positions between TRF with estimated gradients: Vi-

eTRF10a (DAO a priori) minus GS2 (zero gradients a priori). The height differences are plotted

with coloured triangles (red up-pointing triangles: uplift, blue down-pointing triangles: subsi-

dence).

would be omitted in the VLBI analysis, the TRF would have a scale change of 0.65 ppb com-

pared to a TRF with estimated gradients (GS1 w.r.t. VieTRF10a). Similar results (0.7 ppb)
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Figure A.2.8.: Difference in declination (upper plot) and right ascension (lower plot) between

the VieCRF10a w.r.t. CRF of solution GS1 (red line, black ”+”) and solution GS2 (blue line,

grey ”x”).
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were obtained by MacMillan and Ma (1997). The low values of the transformation parameters

between VieTRF10a and GS2 point out that the analysis approach by VieTRF10a (applying a

priori gradient model with the estimation of residuals) and the approach in solution GS2 (no

a priori model with the estimation of total gradients) are equivalent and differences only show

up because of the constraints applied on the gradients.

The influence of tropospheric gradients on the celestial reference frame is investigated for both so-

lutions. Comparisons of declination and right ascension estimates of sources between VieCRF10a

w.r.t. GS1 and GS2 are shown in Figure A.2.8. By fixing gradients to zero (GS1, red line) the

apparent declination increases and the difference reaches a mean systematic value of −0.36 mas

with a maximum of around −0.5 mas near the equator, which was also reported by Fey et al.

(2009) and MacMillan and Ma (1997). The agreement between declination estimates in GS2

and VieCRF10a is very good with a mean systematic difference of −0.04 mas lying bellow its

standard deviation (see Table A.2.3, second column). The differences appearing in right ascen-

sion are very small. The mean systematic difference between VieCRF10a w.r.t. GS1 reaches

Table A.2.3.: Helmert parameters for the transformation between different TRF, mean difference

and standard deviation of station and source positions.

VieTRF10a VMF1

Helmert parameters between TRF w.r.t. GS1 w.r.t. GS2 w.r.t. GMF

Tx [mm] 1.7 ± 0.6 0.1 ± 0.1 -0.3 ± 0.1

Ty [mm] -2.4 ± 0.6 -0.4 ± 0.1 -0.0 ± 0.1

Tz [mm] 0.4 ± 0.6 -0.0 ± 0.1 0.1 ± 0.1

Rx [µas] 80 ± 24 11 ± 5 -1 ± 4

Ry [µas] 51 ± 25 3 ± 5 -6 ± 4

Rz [µas] 21 ± 24 -1 ± 5 -2 ± 4

Scale [ppb] -0.65 ± 0.10 -0.05 ± 0.02 -0.08 ± 0.02

Mean difference of station positions

dH [mm] -3.7 ± 5.2 -0.2 ± 1.2 -0.5 ± 1.1

dE [mm] -0.4 ± 2.5 -0.0 ± 0.2 -0.0 ± 0.2

dN [mm] 2.7 ± 3.9 0.4 ± 0.6 0.2 ± 0.3

Mean difference of source positions

De [µas] -356 ± 175 -43 ± 72 -1 ± 12

RA [µas] 13 ± 173 2 ± 51 -0 ± 16
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0.01 mas but with a large scatter of the estimates and a corresponding large standard deviation

of 0.17 mas (similar to the standard deviation of declination estimates). Differences between

VieCRF10a and GS2 are in right ascension negligible (0.00 mas with standard deviation of

0.05 mas).

A.2.2. Impact of two different mapping functions

The Vienna Mapping Functions (VMF1, (Böhm et al., 2006b)) are elevation-dependent func-

tions based on ray-traces through a numerical weather model provided with a time resolution of

typically 6 hours. This allows to reflect changing weather conditions on VLBI sites. However it

requires access to the external time series of the weather data or to the provider of the already

computed mapping functions. The Global Mapping Functions (GMF, Böhm et al. (2006a)) were

determined as a backup and average of the VMF1. GMF are analytical functions using station

position (latitude, longitude, height) and day of year as input for computation of the coefficients.

These are obtained as an expansion of the VMF1 parameters into spherical harmonics allowing

only an annual variability. Comparisons between these two mapping functions and their effect

−180˚ −120˚ −60˚ 0˚ 60˚ 120˚ 180˚
−90˚

−45˚

0˚

45˚

90˚

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3
cm




 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 
 

 

 

 
 

 
 

 

  

    

 

 

 

  

 

 

 

 

 

 

 

 
 

 

  

 

 
  

 

 




1 mm 

Figure A.2.9.: Differences in stations positions between VieTRF10a (VMF1) and the TRF

solution with GMF in the sense VMF1 minus GMF. The height differences are plotted with

coloured triangles (red up-pointing triangles: uplift, blue down-pointing triangles: subsidence).
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Figure A.2.10.: Difference in declination (upper plot) and right ascension (lower plot) between

VieCRF10a (VMF1) minus CRF with GMF.

on the TRF and CRF determined by VLBI were done e.g. by Tesmer et al. (2007) and the effect

on the TRF determined from GPS data was examined e.g. by Steigenberger et al. (2009). Here

I show the performance of the newly developed software VieVS with the analysis of 27 years of

VLBI data which was published in Krásná et al. (2012b).

The parameterisation of the investigated solution is identical to the parameterisation of Vi-

eTRF10a and VieCRF10a except of using GMF instead of VMF1. In Figure A.2.9 the dif-

ferences between station positions in local coordinate systems at epoch 2000.0 are shown. At

most of the stations the positional changes are below 1 mm. Higher difference between these

two solutions appears at stations with a higher formal error of the estimated position from the

global adjustment, these are 9-m Kauai at Kokee Park (Hawaii, USA), Haystack at Westford

(Massachusetts, USA), and Parkes (Australia). The mean height difference between all stations

is −0.5 mm, and the change in horizontal components reaches 0.0 mm and 0.2 mm for east and

north components respectively, always in the sense VMF1 solution minus GMF solution (see also

the lower part of the third column in Table A.2.3). The seven Helmert parameters computed

for the transformation between these two TRF obtained with different mapping functions are

listed in the upper part of Table A.2.3 (third column). The consistency between the mean height

coordinate difference and the scale change (−0.08 ppb ∼ −0.5 mm) is evident. Tesmer et al.

(2007) obtained a scale change of −0.03 ppb between the two TRF solutions. This slightly better

agreement between the TRF can be explained with the choice of stations for the computation

of transformation parameters, because Tesmer et al. (2007) included only 25 well-determined

stations, which were also used for the datum realization. In this solution I included all available
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stations into the transformation.

The differences between the two estimated celestial reference frames are plotted in Figure A.2.10.

Neither in declination (upper plot) nor in right ascension (lower plot) a bias can be seen. The

computed mean differences in declination and right ascension (Table A.2.3, third column) equal

to −0.00 mas for both coordinates with standard deviations of 0.01 mas and 0.02 mas, respec-

tively.
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